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1 Configuring APMG

1.1 Overview

N/A

1.2 Application

N/A
1. 3 Features

Basic Concepts

N Aap
AP is an access point used by wireless terminals to access a wired network. It is equivalent to a bridge for communication between

wireless terminals and a wired network.

1.4 Configuration

Description and Command

é (Optional) The AP mode can be switched between the fit AP mode and the fat AP mode

according to requirements.

Configuring the Fit or Fat AP

Switches the mode of a specified AP to the fat AP mode in AC
Mode switch2fat

configuration mode on the AP device.

Configures the fit or fat AP mode in global configuration mode
ap-mode
on the AP device.

1.4.1 Configuring the Fit or Fat AP Mode

Configuration
Effect

®  On the AC device, run the switch2fat command in AC configuration mode to switch the mode of an online AP to the fat AP

mode.

®  Onthe AP device, run the ap-mode command in global configuration mode to switch between the fit AP mode and the fat AP

mode.
Notes

N/AN/A

Configuration Steps

®  On the AP device, run the ap-mode command in global configuration mode to switch between the fit AP mode and the fat AP

mode.
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Command
Parameter

Description

Defaults
Command
Mode

Usage Guide

Verification

ap-mode{ fit | fat [ dhcp ]}

fit: indicates that the AP is switched to the fit AP mode.

fat: indicates that the AP is switched to the fat AP mode.

dhcp: If the ap-mode fat command contains this parameter, the AP obtains the IP address through DHCP by
default after the AP is switched to the fat AP mode; otherwise, the AP uses the static IP address by default after the
AP is switched to the fat AP mode.

None

AP global configuration mode

After the AP mode is switched between the fit and fat AP modes, the AP must be restarted to ensure the

configuration consistency.

” For WALL-APs supplied by FS Networks, when the fat AP mode is used, the default IP address of the rear
wired network interface (connected to the PoE switching device) is 192.168.110.1/255.255.255.0, and the default IP

address of the front wired network interface (Ethernet interface) is 192.168.111.1/255.255.255.0.

ﬂ If ap-mode fat dhcp is configured, when the AP mode is switched to the fat AP mode, the IP address is
obtained through DHCP by default. After the AP is restarted, if related configuration is not available, the IP address

is still obtained through DHCP by default. In addition, the following two issues should also be noted:

1.If ap-mode fat dhcp is configured for the WALL-AP, only the IP address of the rear wired network interface is
obtained through DHCP, and the front wired network interface uses the static IP address by default. 2.In fat AP
mode, the ap-mode fat dhcp and ap-mode fat commands cannot be mutually switched, and must be switched to

the fit AP mode first.

®  Onthe AP, run the show ap-mode command to check the current mode of the AP.

Configuration Example

N  switching the mode of the AP to the fit AP mode on the AP

Configuration
Steps
AP

Verification

AP

Common Errors

® None

®  Enter the global configuration mode.

®  Run the ap-mode command.

FS(config)#ap-mode fit

On the AP, run the show ap-mode command to check the current mode of the AP.
FS#show ap-mode

current mode: fit

1.5 Monitoring

Displaying
Description
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Displays the fit or fat mode of the AP

Command
show ap-mode
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2 Configuring CAPWAP
2.1 Overview
Control And Provisioning of Wireless Access Points (CAPWAP) is a protocol proposed to address the issue of large-scale access point

(AP) deployment on the wireless local area network (WLAN).

On a fit AP network, the access controller (AC) manages all APs in a unified manner through CAPWAP. The AC pushes control polices
to specified APs, instead of configuring APs one by one. CAPWAP is used to set up the control channel and the data channel between
an AP and an AC. The control channel is used by ACs to configure APs, or by APs to send event notifications to ACs. The data channel

is used to exchange data packets between APs and ACs.
Protocols and Standards

®  RFC5415: Control And Provisioning of Wireless Access Points (CAPWAP) Protocol Specification
®  RFC5416: Control and Provisioning of Wireless Access Points (CAPWAP) Protocol Binding for IEEE 802.11

®  RFC5417: Control And Provisioning of Wireless Access Points (CAPWAP) Access Controller DHCP Option

2. 2 Configuration

Description and Command

éj% (Optional) It is used to perform pre-configuration on an AP to set up a CAPWAP tunnel.

Configures the static IP address of the AC accessed by

acip ipv4
the AP.
Configures the static IPv6 address of the AC accessed by
acip ipvé
the AP.
. Configures the static IP address, subnet mask, and
Configuring a Fit AP apip
gateway.
apip ipv6 address Configures the static IPv6 address and gateway.
apip ipv6 address autoconfig Enables the AP to use the IPv6 stateless address auto
default configuration and generates a default route.
apip ipv6 enable Enables the IPv6 function of the AP.
apip pppoe Enables the AP to use the PPPoE dial-up mode to obtain

the address.

2.2.1 Configuring a Fit AP

Configuration Effect

®  Configure the static IP address, subnet mask, next hop, and AC address on a fit AP so that the AP can use the static address to

communicate with the AC.
Notes

® Ifthe AP address is configured as the static address, the DHCP function will be disabled. In this case, the AC address cannot be
obtained from the DHCP/DHCPv6 option. Therefore, you need to configure the address of the connected AC on the fit AP so that the

AP can discover and join the AC when the AP and the AC are not in the same subnet.
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® The fit AP configuration commands have the same functions as some AP configuration commands used on the AC. When the
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two configurations conflict with each other, the AP may be re-connected to the AC only based on the configurations on the AC.

®  Thefit AP configuration commands are automatically saved.

Configuration Steps

AY| Configuring the Static IP Address of the AP

® Optional.

®  When IP addresses of APs must be statically planned at the early stage of deployment, you can configure IP addresses on the

®  Configure the static IPv4 or IPv6 address of the AP so that the AP can use the IPv4 or IPv6 address to access the AC.

®  Run the apip ipv4 command to configure the static IPv4 address of the AP.

®  Run the apip ipv6 command to configure the static IPv6 address of the AP.

Command apip ipv4 ip-addressnetwork-mask gateway

Parameter ip-address: indicates the static IP address.

Description network-mask: indicates the subnet mask.
gateway: indicates the gateway address.

Defaults N/A

Command Global configuration mode on the AP

Mode

Usage Guide N/A

Command apip ipv6 ipv6-address-with-mask gateway

Parameter ipv6-address-with-mask: indicates the IPv6 address containing the mask length. The format is X:X:X:X::X/24.

Description gateway: indicates the IPv6 gateway address.

Defaults N/A

Command Global configuration mode on the AP

Mode

Usage Guide N/A

AN Configuring the Static IP Address of the AC Accessed by the AP

® Optional.

®  When the AP is configured to use the static IP address, you must also specify the IP address of the accessed AC on the AP.

®  The static address type of the AC accessed by the AP must be the same as that of the AP. Ensure that both the AC and the AP

use the IPv4 static address, or both use the IPv6 static address.

®  Run the acip ipv4 command so that the AP joins a specified IPv4 AC.

®  Run the acip ipv6 command so that the AP joins a specified IPv6 AC.

Command
Parameter

Description

acipipv4 ip-address[ip-address...]

ip-address: indicates the static IP address. At most six static addresses can be configured.
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Defaults
Command
Mode

Usage Guide

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

6Fs
N/A
Global configuration mode on the AP or AP configuration mode on the AC

N/A

acipipv6 ipv6-address [ipv6-address...]

ipv6-address: indicates the IPv6 address of the connected AC. At most six static addresses can be configured.

N/A

Global configuration mode on the AP or AP configuration mode on the AC

N/A

N  Enabling the AP to Use the Stateless Address

® Optional.

® Onthe AP, configure data so that the AP uses the IPv6 stateless address auto configuration and a default route is generated.

®  Run the apip ipv6 enable command to enable the IPv6 function of the AP.

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

apip ipv6 address autoconfig default

N/A

N/A

Global configuration mode on the AP

After this command is executed, the AP uses the IPv6 stateless address auto configuration, and a default route is

generated.

apip ipv6 enable
N/A

The IPv6 function of the AP is enabled by default.

Global configuration mode on the AP

You can run this command to enable or disable the CAPWAP IPv6 discovery function only on an IPv4 network.

A  cConfiguring the CAPWAP IPv6 Discovery Function on the AP

® Optional.

®  You can disable the CAPWAP IPv6 discovery function only on an IPv4 network to prevent the attempts made by CAPWAP to set

up an IPv6 tunnel, thus reducing the CAPWAP packets on the network.

®  Run the no apip ipv6 enable command to disable the IPv6 function of the AP.

Command

Parameter

apip ipvé enable
N/A
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Description

Defaults The IPv6 function of the AP is enabled by default.

Command Global configuration mode on the AP

Mode

Usage Guide You can run this command to enable or disable the CAPWAP IPv6 discovery function only on an IPv4 network.

N Enabling the AP to Use the PPPoE Dial-up Mode to Obtain the Address

® Optional.

®  When the AP needs to connect to a remote Internet service provider (ISP) through the ADSL and obtains the network access

capability, run this command so that the AP can use the PPPoE dial-up mode to obtain the address.

Command apip pppoe

Parameter N/A

Description

Defaults By default, the PPPoE mode is not specified and the AP obtains the address through DHCP.
Command Global configuration mode on the AP

Mode

Usage Guide The command configures only the mode (PPPoE dial-up mode) selected by the AP to obtain the address. After this
command is configured, you need to add the PPPoE configurations and let the default route to point to the dialer
interface so that the AP can communicate with the AC.

CAPWAP can only select dialer 1 as the source interface. Therefore, when configuring the PPPoE dial-up mode,

dialer 1 must be used.
Verification
®  Check whether the fit AP configuration commands exist.
®  Check whether the AP can communicate with the AC.

Configuration Example

AN Configuring the Static IP Address of the AC Accessed by the AP

Configuration ®  Configure the static IPv4 address of the AP.
Steps ®  Configure the static IPv4 address of the AC accessed by the AP.
AP FS(config)# apip 192.168.1.2 255.255.255.0 192.168.1.1

FS(config)# acip ipv4 1.1.1.1

Verification ®  Run the show running-config command to display the configurations.

AP

apip 192.168.1.2 255.255.255.0 192.168.1.1

acip ipv4 1.1.1.1

N Enabling the AP to Use the PPPoE Dial-Up Mode to Obtain the Address
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Configuration ®  Enable the AP to select the PPPoE dial-up mode to obtain the address.
Steps ®  Configure the PPPoE.
®  Configure the default route.
®  Configure the static IPv4 address of the AC accessed by the AP.
AP FS(config)# apip pppoe
FS(config)# interface FastEthernet 0/1
FS(config-if-FastEthernet 0/1)#pppoe enable
FS(config-if-FastEthernet 0/1)#pppoe-client dial-pool-number 1 no-ddr
FS(config-if-FastEthernet 0/1)#exit
FS(config)# interfacedialer 1
FS(config-if-Dialer1)#ip address negotiate
FS(config-if-Dialer1)#ppp chap hostname FS
FS(config-if-Dialer1)#ppp chap password FS
FS(config-if-Dialer1)#ppp pap sent-username FS password FS
FS(config-if-Dialer1)#dialer pool 1
FS(config-if-Dialer1)#exit
FS(config)#ip route 0.0.0.0 0.0.0.0 dialer 1
FS(config)# acip ipv4 1.1.1.1
Verification ®  Run the show running-config command to display the configurations.
AP

apip 192.168.1.2 255.255.255.0 192.168.1.1

acip ipv4 1.1.1.1

Common Errors

® N/A
2.3 Monitoring

Displaying

Displays the detailed information about = show capwap [ index | [ ip-address [port 1]1] detail
the CAPWAP tunnel

Displays the status of the CAPWAP show capwap state

tunnel

Displays the CAPWAP tunnel statistics show capwap [ index | [ ip-address [ port 111 statistics

Displays the AP version information show version { all | ap-name }
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3 Configuring STA Management
3.1 Overview

STA Management (STAMG) implements station (STA) management, including STA access control management and STA event

notification. Event notification is mainly used to serve other function modules. Applications of the STAMG functions are as follows:
® The dynamic blacklist is used on a security-sensitive network to prevent user attacks.

®  The STA limit is used when the number of STAs exceeds the AP capacity.

® Load balancing is used when STAs need to be evenly distributed to multiple APs.

[ ]

Association control is used in the E-bag scenario.

Protocols and Standards

® N/A
3.2 Applications

N/A

3.3 Features

Overview

| Feature ______ Description |

Association Control Associates secondary STAs with APs in the same control zone if the primary STA is associated with these

APs.

3.3.1 Inter-Radio Load Balancing

Inter-radio load balancing can balance the load among radios of the same AP to prevent overload of a single radio. Similarly, the load

here can be the traffic or the number of associated STAs.
Working Principle

The principle of inter-radio load balancing is similar to that of load balancing group except that you can configure the load balancing
thresholds respectively for intra-frequency radios (2.4 GHz or 5 GHz) or inter-frequency radios. If all the radios of an AP are in the

same frequency, the intra-frequency configuration takes effect; otherwise, the inter-frequency configuration takes effect.
3.3.2 Association Control

Association control is a method for controlling association behaviors of wireless STAs. STAs are divided into two groups. In each
group, only one STA is defined as the primary STA, and the other STAs are defined as secondary STAs. The secondary STAs must
follow the association behaviors of the primary STA. That is, the primary and secondary STAs must be associated with the same

wireless network. In this way, association behaviors of wireless STAs can be properly controlled.
Working Principle

The coverage area of a wireless network is divided into several association control zones. One or several APs are deployed in each

zone, and wireless terminals are divided into groups. The control zones that can be associated with the terminals are strictly
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controlled. For example, a school has many classrooms, and a wireless AP is deployed in each classroom. Radio signals travel in the
space. When E-bags are used in two adjacent classrooms at the same time, the ideal condition is that all the teacher and student
terminals are associated with the AP of their own classrooms so that the two classrooms will not interfere with each other. In this
case, a classroom must be defined as an association control zone and all the teacher and student terminals in a classroom must be

associated with the AP of the classroom.

Association control aims to prevent terminals from associating with a wireless network at random when multiple wireless networks

are available for selection. The following are prerequisites for network configurations:

® Based on the pre-configured association control zones and package information, the AC pushes the information about primary

STAs in all packages to all APs in the association control zones and generates a whitelist of primary STAs on these APs.

® The information about primary STAs in all packages is available in the AP whitelist. Therefore, before the association control
function is enabled, the primary STA must associate itself with the corresponding SSID in the specified control zone. After that, the
AC pushes all corresponding secondary STAs to all APs in the association control zone and generates a whitelist according to the

configuration of the primary STA package to allow the secondary STAs to associate themselves with the control zone.

®  When the primary STA is de-associated from the control zone, all the secondary STAs will also be de-associated and deleted

from the AP whitelist.

® The above process can be summarized as follows: The secondary STAs must follow the primary STA to associate themselves
with an AP in the same control zone, with which the primary STA is associated. Only the APs of this control zone have a whitelist of

the corresponding secondary STAs. This ensures that STAs are not randomly associated with APs.

3.4 Configuration

Description and Command

A (Mandatory) It is used to enable the load balancing function among radios.

inter-radio-balance num-balance enable Enables inter-radio number -based
balancing.
Configuring Inter-Radio Load
Balancing A (Optional) It is used to configure the load balancing parameters.
inter-radio-balance num-balance dual-band Configures parameters for number-based

balancing among inter-frequency radios.
inter-radio-balance num-balance same-band Configures parameters for number-based

balancing among intra-frequency radios.

A (Mandatory) It is used to enable the association control function.

package Configures a package.

primary-sta Configures the primary STA in the package.
Configuring Association Configures the secondary STA in the

Control secondary-sta

package.
control-zone Configures an association control zone.
ap Configures the AP information.

assoc-control Enables association control.
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3.4.1 Configuring Inter-Radio Load Balancing

Configuration Effect

®  Enableinter-radio load balancing on APs to balance the load among radios.

Notes

®  This function is not applicable to the i-Share solution. Signals of different radios cover different areas. A STA may receive signals

from one or several radios. In this case, the inter-radio load balancing function cannot be enabled.

® Load balancing is applicable only to STAs that are associated. Therefore, after STAs are deassociated, the traffic difference

between APs or the STA quantity difference may exceed the threshold.

® If the radio that a STA attempts to associate with is different from the radio with the lowest load, load balancing is performed
only when the AP reports that the STA is capable of dual-band operation. Otherwise, the 2.4 GHz STAs may fail to be associated with
2.4 GHz radios when no STA is associated with 5 GHz radio.

®  Configuration of load balancing parameters varies according to the inter-frequency and intra-frequency radios. When an AP is
associated, the AP type is identified. If the AP supports inter-frequency radios, the inter-frequency configuration takes effect;

otherwise, the intra-frequency configuration takes effect.

®  For a specific AP, so far as load balancing is enabled in any of the ap-config, ap-group, and ap-config all modes, load balancing
is enabled on this AP. If the load balancing configurations in the three modes are different, the configurations take effect in the

following sequence: ap-config > ap-group > ap-config all.

®  When inter-radio load balancing is enabled, the association attempt of the same STA will be denied for at most twice within
five minutes. If the STA is still associated with a radio with a heavy load for the third time, the association is allowed. Therefore, the

effect of inter-radio load balancing is related to the actual STA behaviors.

Configuration Steps

N  Enabling Inter-radio Number Balancing

® (Mandatory)The configuration is performed on the Fat AP. After the function is enabled, the number of STAs is balanced

whenever possible among different radios of the same AP.

®  This function can be enabled for a single AP, all APs in an AP group, or all APs (configured in ap-config all mode).

Command inter-radio-balance num-balance enable
Parameter -

Description

Defaults Inter-radio number balancing is disabled.

Command AP configuration mode, AP group configuration mode
Mode

Usage Guide N/A

AY| Configuring Inter-radio Load Balancing Parameters
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®  (Optional) The configuration is performed on the Fat AP. Parameters can be adjusted based on actual requirements of network
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optimization.

®  Run the inter-radio-balance num-balance dual-band enable-load en-num threshold thrs-num command to configure the
trigger threshold and the load threshold for number balancing among inter-frequency radios. A smaller trigger threshold indicates

that it is easier to enable load balancing. A smaller load threshold indicates that the load is better balanced.

®  Run the inter-radio-balance num-balance same-band enable-load en-num threshold thrs-num command to configure the
trigger threshold and the load threshold for number balancing among intra-frequency radios. A smaller trigger threshold indicates

that it is easier to enable load balancing. A smaller load threshold indicates that the load is better balanced.

Command inter-radio-balance num-balance dual-band enable-load en-num threshold thrs-num
Parameter en-num: Indicates the trigger threshold. The value ranges from 1 to 100.

Description thrs-num: Indicates the load threshold. The value ranges from 1 to 100.

Defaults By default, both the trigger threshold and the load threshold are 20 and 8 respectively.
Command Global configuration mode

Mode

Usage Guide N/A

Command inter-radio-balance num-balance same-band enable-load en-num threshold thrs-num
Parameter en-num: Indicates the trigger threshold. The value ranges from 1 to 100.

Description thrs-num: Indicates the load threshold. The value ranges from 1 to 100.

Defaults By default, both the trigger threshold and the load threshold are 20 and 8 respectively.
Command Global configuration mode

Mode

Usage Guide N/A

AN Configuring Weight for Load Balancing Among Radio

®  (Optional) The configuration is performed on the Fat AP.

Command inter-radio-balance radio radio-id weight weight-num
Parameter N/A

Description

Defaults The default weight is 100, that is, radio 1: radio 2=100:100 (1:1).
Command Global configuration mode

Mode
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Usage Guide N/A

Verification

®  Number balancing: Run the show ap-config summary command to check whether the difference in the number of STAs

between radios of the AP where load balancing is within the threshold.
Configuration Example

N/A

Common Errors

N/A
3.4.2 Configuring Association Control

Configuration Effect

®  Secondary STAs must be associated with APs in the same group as the primary STA when being associated.

Notes

® When a package is deleted, all its related configurations are deleted as well. If some STAs in this package are currently

associated, all these STAs will be deassociated.

® A package can only be configured with one primary STA. If the information about the primary STA in the package is configured

for multiple times, the latest configuration prevails.
®  When a primary STA is deleted from a package, the primary STA and all secondary STAs in this package may be deassociated.
® When a secondary STA is deleted from a package, this secondary STA may be deassociated.

® The association control zone name cannot be duplicated; otherwise, an error will be prompted. In addition, if an association
control zone is deleted, all configurations related to this zone will be deleted. Consequently, STAs in the package associated with this

control zone may be deassociated.

® When the AP information in an association control zone is deleted, STAs in the package associated with this AP be

deassociated.
Configuration Steps

N  configuring a Package

® (Mandatory) The configuration is performed on a fat AP.

®  The primary and secondary STA information can be configured only after a package is configured.

Command package pkg-name

Parameter pkg-name: Indicates the name of a package. The package name is a string of 1 to 32 characters.
Description

Defaults No package is configured by default.

Command Global configuration mode

Mode

Usage Guide N/A
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AN Configuring the Primary and Secondary STAs in a Package

®  (Mandatory) The configuration is performed on a fat AP.

®  Run the primary-sta command to configure the primary STA. Only one primary STA can be configured. The secondary STAs

will be associated with APs in the same group as the primary STA.

®  Run the secondary-sta command to configure a secondary STA. After the secondary STA is configured, the secondary STA will

be associated with an AP in the same group as the primary STA.

Command primary-sta mac-address

Parameter mac-address: Indicates the MAC address of the STA.
Description

Defaults No primary STA is configured by default.
Command Package configuration mode

Mode

Usage Guide N/A

Command secondary-sta mac-address

Parameter mac-address: indicates the MAC address of the STA.
Description

Defaults No secondary STA is configured by default.
Command Package configuration mode

Mode

Usage Guide -

AY| Configuring an Association Control Zone
®  (Mandatory) The configuration is performed on a fat AP.
®  Configure an association control zone.

®  APscan be added to an association control zone only after this association control zone is configured.

Command control-zone czone-name

Parameter czone-name: Indicates the name of an association control zone. The name is a string of 1 to 64 characters.
Description

Defaults No association control zone is configured by default.

Command Global configuration mode

Mode

Usage Guide N/A

A  Adding an AP to an Association Control Zone

®  (Mandatory) The configuration is performed on a fat AP.
® Add an AP to an association control zone.
®  Association control can be performed on only APs that are added to the association control zone.

Command ap WORD

Parameter WORD: Indicates the name of an AP. The name is a string of 1 to 64 characters.




AP SERIES CONFIGURATION GUIDE 6 FS

Description

Defaults No AP is added to an association control zone by default.
Command Association control zone configuration mode

Mode

Usage Guide N/A

N Enabling the Association Control Function

®  (Mandatory) The configuration is performed on a fat AP.The assoc-control command must be used to enable the association

control function.

[ ] Enable the association control function.

Command assoc-control

Parameter N/A

Description

Defaults The association control function is disabled by default.
Command Global configuration mode

Mode

Usage Guide N/A

Verification

®  Verify that secondary STAs can be associated with APs in the same group as the primary STA.
Configuration Example

N  configuring the E-bag in Fat AP Structure

Scenario

Switc

Figure 3-1

&P 1P

Classroom2

Configuration ® Configure packages and related primary STAs and secondary STAs.
Steps ® Configure association control zones and related APs.

®  Enable the association control function.
AP1 AP1#configure terminal
Enter configuration commands, one per line. End with CNTL/Z.

AP1(config)# packageCart 1
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AP3

Verification

AP1

AP1(config-package)#primary-sta 00d0.f800.0001
AP1(config-package)#secondary-sta 00d0.f800.0002
AP1(config-package)#secondary-sta 00d0.f800.0003
AP1(config-package)# exit

AP1(config)# control-zone Classroom 1
AP1(config-czone)# apAP1

AP1(config-czone)# exit

AP1(config)#assoc-control

AP3#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

AP3 (config)# package Cart 1
AP3(config-package)#primary-sta 00d0.f800.0001
AP3(config-package)#secondary-sta 00d0.f800.0002
AP3(config-package)#secondary-sta 00d0.f800.0003
AP3(config-package)# exit

AP3(config)# control-zone Classroom 2
AP3(config-czone)# apAP3

AP3(config-czone)# exit

AP3(config)#assoc-control

® Display the association control running state.
® Display the package configuration.

® Display the association control zone configurations.
AP1#show assoc-control

Association control is enabled.

AP1# show package

total package num: 1

primary STA : 00d0.f800.0001
secondary STA num : 2
00d0.f800.0002
00d0.f800.0003

AP1# show control-zone

control zone num : 1

6&Fs
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control-zoneAP

Classroom 1 AP1 00d0.f800.889%e

AP3 AP3#show assoc-control
Association control is enabled.

AP3# show package

primary STA : 00d0.f800.0001
secondary STA num : 2
00d0.f800.0002
00d0.f800.0003

AP3# show assoc-control
control zone num : 1

control-zoneAP

Classroom 1 AP3  00d0.f800.889f

Common Errors

® N/A

3.5 Monitoring

Displaying

Description Command

Displays the status of the association control function. show assoc-control

Displays the association control zone configuration. show control-zone [ summary | czone-name

Displays the package configuration. show package [ pkt-name]
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4 Configuring WBS
4.1 Overview
The Wireless Basic Service (WBS) is used to configure wireless-specific parameters on access controllers (ACs) when thin access points

(APs) are deployed.

Link integrity detection is a basic service of the WBS. It detects the wired uplinks on APs. When the links are disconnected, the access
services of the APs are stopped to force users offline. When the links are restored, the APs continue to provide wireless access
services. Enabling link integrity detection in a thin AP architecture with dense AP deployment helps reduce the network

disconnection time and improve user experience.
Protocols and Standards

®  802.11n: Enhancements for Higher Throughput

4.2 Applications

Application

Configuring Thin APs Run commands on ACs to configure the parameters of thin APs.
Enabling Link Integrity Detection Enable link integrity detection in a thin AP architecture to improve the quality of service

(QoS) of wireless access.
4.2.1 Configuring Thin APs

Scenario

Configure thin APs. Administrators can manage the configurations of thin APs on an AC in a centralized manner. Assume that a

network has the following deployment requirements:

1. Allow the AC to monitor the status of the feeder links on i-Share APs.

2. Prevent stations (STAs) with received signal strength indication (RSSI) smaller than 20 from accessing the network.
3. Enable short guard interval (Gl) in 20 MHz.

4. Prevent the use of low data rates, such as 1 Mbps, 2 Mbps, and 5.5 Mbps.

Figure 4- 1 shows the thin AP networking topology.

Figure 4- 1 Thin AP Networking Topology
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Deployment

Main configuration points on the AC:

1. Enable i-Share antenna feeder link detection for all the APs and set the detection interval to an expected value.
2. Run response-rssi for the radios of all the APs and set the threshold to 20 dB.

3. Run short-gi enable for the radios of all the APs and set the bandwidth to 20 MHz.

4. Disable the use of the 1 Mbps, 2 Mbps, and 5.5 Mbps data rates for 802.11b/g network users.
4.2.2 Enabling Link Integrity Detection

Scenario

Enable link integrity detection on wireless networks with a thin AP architecture.

See Figure 4- 2.

®  AnACis connected to the Internet through a router. AP1, AP2, and AP3 are connected to the router through three switches

and associated with the AC.

®  Station 1 (STA1) is associated with AP1, STA2 and STA3 are associated with AP2, and STA4 is associated with AP3. The STAs

access the Internet through the AC.

Figure 4-2

i
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5TA1 5TAZ 5TA3 STA4

3y

Remarks R is an egress router.
S1, S2, and S3 are Layer-2 switches and function as the access devices for APs.

AP1, AP2, and AP3 are directly connected to S1, S2, and S3.
Deployment

®  layer-2 switches provide the access service to APs.

®  Router R sets up connections between ACs and APs and between STAs and the Internet.
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4.3 Features
4.3.1 Configuring STA Access Control

Working Principle

FS Networks provides wireless STA access control.
Wireless STAs search for APs through active scan and passive scan.

®  Active scan: A wireless STA sends a Probe Request frame to request access to an AP, which will respond with a Probe Response

frame.

®  Passive scan: APs broadcast beacon frames periodically. Wireless STAs listen to beacon frames and initiate connections to APs.

To control the network coverage areas of APs and improve the transmission quality of radio signals, the following methods are used

to limit the access of wireless STAs:
®  Control the beacon frame broadcast ranges of APs to limit the access of long-distance wireless STAs.

®  Control the minimum RSSI value applied to wireless STAs during the access process. The STAs which send request frames with

RSSI smaller than the minimum value are denied access.

®  Control the minimum RSSI value applied to wireless STAs during the data transmission process. The STAs which send data

frames with RSSI smaller than the minimum value are forced offline. Then the STAs can roam to other APs with better radio signals.
4.3.2 Configuring AP RF Parameters

You can configure the RF parameters for APs and radios.
Working Principle
A A-mPDU

The 802.11n standards adopt A-MPDU. Multiple MPDUs are aggregated into an A-MPDU, and only one PHY header is retained
whereas the PHY headers of other MPDUs are removed. In this way, the additional information of the PHY header of each MPDU to
be transmitted is reduced, and the number of ACK frames is also reduced, which mitigates the burden and improves network

throughput.

N mcs

In 802.11n, RF rates are configured by using the index values of the MCS, which is used to express the communication rates on
WLANSs. The MCS is a rate table. The table columns show the factors of concern that affect communication rates, and the table rows
show the MCS indexes. Each MCS index maps a physical transmission rate which is determined by a group of parameters. For the

description of all the MCS rate tables, see the IEEE P802.11n D2.00.

N Wireless Channel

Wireless channels transmit RF medium between APs and wireless STAs. The use of channels varies with different countries and
frequency bands. In China, the 2.4 GHz frequency band can be configured with 13 channels (channel 1 to channel 13), and the 5 GHz
frequency band can be configured with five channels (channels 149, 153, 157, 161, and 165). The overlapping channels in the 2.4 GHz
frequency band generate interference. It is recommended that these channels be configured as non-overlapping channels (for
example, channels 1, 6, and 11) to avoid radio signal collision. The five channels in the 5 GHz frequency band do not overlap or

generate interference.
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N Ppacket Fragmentation

To increase the transmission success rate, the IEEE 802.11 MAC protocol supports the fragmentation of packets before transmission.
Packets are fragmented according to a threshold, which reduces the interference probability and saves bandwidth resources during

retransmission.

N RTS/CTS

To avoid channel conflicts and the resulting data transmission failures, the IEEE 802.11 MAC protocol provides a handshake protocol
called RTS/CTS. When STA A needs to send data to STA B, it first sends an RTS frame. STA B responds with a CTS frame if it permits STA
A to send data. After receiving the CTS frame, STA A starts sending data. When multiple STAs send RTS frames to the same STA, only
the STAs that receive CTS frames are permitted to send data. The STAs that do not receive CTS frames can resend RTS frames after a

time because a channel conflict is considered to have occurred.

If each STA implements RTS/CTS handshake before sending data, many RTS frames will occupy channel bandwidths. To avoid this
problem, you can configure an RTS threshold to specify the frame length of transmitted data. If an STA sends data with a frame

length smaller than the RTS threshold, the STA will not implement RTS/CTS handshake.

N  Beacon

The APs on WLANSs periodically send beacon frames externally. The beacon frames contain AP information. Wireless STAs receive

beacon frames to discover WLANSs.

N Ppreamble Type

A preamble is a group of bits in a packet header, used to synchronize the transmission signals between the transmit end and receive
end. You can configure the preamble type (long or short) that an AP supports. The data frames with long preambles take a longer

time to transmit than the data frames with a short preamble.

N Timeslot Type

Channel contention may occur when multiple STAs send data on the same WLAN. To avoid this problem, STAs are required to check
the idle state of channels before sending data. If an STA detects that a channel is idle, the STA does not send data until the backoff
time has elapsed. The backoff time is a random integer of the slot time (which is an operation time unit specified in the MAC
protocol). Assume that the random integer is 3. The value of the backoff time is automatically subtracted by 1 each time after the slot
time has elapsed. When the backoff time is reduced to 0, the STA starts sending data. Reducing the slot time can reduce the overall

backoff time and increase network throughput.

N Channel Bandwidth

In 802.11n, two 20 MHz bandwidths are combined into a 40 MHz bandwidth, which can be used as two 20 MHz bandwidths. (One 20
MHz bandwidth is the primary bandwidth, and the other is the secondary bandwidth. Data can be received and transmitted by using
the 40 MHz bandwidth or two individual 20 MHz bandwidths.) In this way, data rates are doubled and wireless network throughput is

increased.

N al

802.11n adds optional support for a 0.4 s guard interval, compared to the standard 0.8 ps guard interval.

AY| Country Code
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A country code identifies a country with RF usage. RFs, channels, and powers vary with different country codes. Before you configure
an AP, determine the country code that the AP supports. If the configured country code is changed, the RFs, channels, and powers

mapped to the country code are also changed.

N Antenna Transmit/Receive Types

APs use different quantities of antennas for transmitting and receiving signals, which enables APs to use two or three spatial streams

to transmit signals in 802.11n mode, thus improving data transmission performance.

N Internal Antenna and External Antenna

Internal antennas are integrated inside the enclosures of APs, and external antennas are connected to the reserved hardware

interfaces of APs. External antennas achieve longer transmission distances than internal antennas with the same transmission power.

N  Omnidirectional Antenna and Directional Antenna

An omnidirectional antenna radiates equally in all directions. A directional antenna radiates in a specific direction with a

cone-shaped radiation range.

N Maximum Distance of Radio Transmission Between AP Radios and the Peer End

Radio signals are transmitted in space at the speed of light. The longer the distance of radio transmission between AP radios and the
peer end, the longer time it takes to transmit radio packets in space and the longer the timeout time for APs to wait for ACK and CTS
frames. The timeout time must be adjusted based on the distance of radio transmission between AP radios and the peer end;
otherwise, radio data transmission will fail. A very long timeout time will cause resource waste on the air interface when APs are still

waiting for ACK and CTS frames.

N One-click Optimization of AP Radio Parameters (Including Power, Channel, and Antenna Transmit/Receive Type)

The power, channel, and antenna transmit/receive type vary with APs. The one-click optimization of AP radio parameters
automatically adjusts the power, channel, and antenna transmit/receive type based on the radio type, to obtain an excellent network

operation effect.

A  channel Switching

After the function of user access to radio 3 is enabled in high-density scenarios, the channel of each radio port is restricted to some

extent. The channel of a radio port cannot be changed, but the channels of two radio ports of the same type can be switched.

N mecell

The shutdown of the Low Noise Amplifier (LNA) of a radio enables the MCell function to reduce the receiver sensitivity or ensure the

concurrency effect of an air interface in dense deployment scenarios.
4.3.3 Configuring Power-Save Parameters

Working Principle

N DTIM Period

A delivery traffic indication map (DTIM) is a flag bit in a beacon frame, used to determine the interval at which an AP sends broadcast
or multicast frames. APs buffer the data that wireless STAs in dormant state need to receive according to the DTIM period. After the

DTIM period has elapsed, APs send the buffered data to wireless STAs.
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The DTIM period is expressed based on the number of sent beacon frames. Assume that the DTIM period is set to 3. APs send

broadcast or multicast frames each time after three beacon frames are sent.

N  U-APSD Power Saving

U-APSD is an improvement over the power saving mode. When clients are associated with ACs, the clients can configure which ACs
have the trigger attribute, which ACs have the delivery attribute, and the maximum number of packets to be sent after trigger. The
trigger and delivery attributes can be modified when flows are created through connection access control (CAC). When a client
sleeps, the delivery-enabled AC packets destined for the client are buffered. To retrieve the buffered packets, the client needs to
send trigger-enabled AC packets. After receiving the trigger-enabled AC packets, the AP sends the buffered packets according to the
to-be-sent packet quantity determined during the access process. Other AC packets than delivery-enabled AC packets are stored and

transmitted in accordance with the 802.11 standards.
4.3.4 Enabling Link Integrity Detection

APs are wireless access devices without the switching feature. They implement all functions of the physical layer and partial
functions of the MAC layer. A fat AP or thin AP has only one wired uplink, which is the data channel allowing STAs to access the AP.

When the wired uplink is disconnected because of a fault, all the wireless STAs connected to the AP cannot access the Internet.

Wireless STAs cannot sense link disconnections immediately or take measures; as a result, the network connection cannot be

restored for a long time.

Link integrity detection is designed to solve this problem.
Working Principle

The link integrity detection function continuously detects the status of the wired uplinks on APs. When a wired uplink is
disconnected, the RF interface of the AP is disabled to stop the access service. The wireless STAs associated with the AP are forced

offline and have to reconnect to other normal APs.

When the wired uplink is recovered, the link integrity detection function enables the RF interface of the AP again to restore the

wireless access service.

Link integrity detection enables the wireless STAs that are associated with APs with disconnected wired uplinks to reconnect to other

normal APs.
4.3.5 Configuring E-Bag Parameters

You can configure the E-bag parameters for APs and radios.

Working Principle

You can run a command to quickly configure E-bag network optimization in one-click mode, which improves user experience.
A A-mpPDU

A-MPDU is short for aggregate MAC protocol data unit.

N LpbPC

A low-density parity-check (LDPC) code is a linear error correcting code. Being easy to use and with low complexity, this coding
method adopts the forward error correction (FEC) technology to improve the coding reliability and gains. LDPC was developed at the

beginning of the 1960 and supports the transmission of information in noisy frequencies with massive background or content
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damage. It also greatly reduces the probability of information loss during transmission in frequencies with serious noise interference.

However, a small number of STAs are not compatible with LDPC, and enabling LDPC will result in packet loss.

N  sTBC

Space time block coding (STBC) is a technique used in wireless communications to transmit multiple copies of a data stream across a
number of antennas at different time points to improve the reliability of data transmission by means of time diversity and space
diversity. The outstanding advantage of STBC is the use of maximum likelihood decoding to obtain complete antenna gains. Some

STAs may not be compatible with STBC.

N A-MPDU Software Retransmission Times

The A-MPDU software retransmission mechanism is designed to avoid the loss of sub-frames in wireless communications. The
greater the retransmission times, the lower the probability of sub-frame loss. If packets are retransmitted frequently, the burden on
the air interface is increased, which affects the real-time transmission of packets on the air interface. You can increase the

retransmission times if you need to avoid packet loss when there is a high probability of sub-frame loss.

N  A-MPDU-RTS

The RTS protection feature of A-MPDU prevents resource waste on the air interface caused by packet collision due to hidden nodes.
Because RTS interaction consumes air interface resources and has resulting adverse impact in many application scenarios, this
feature is disabled by default. Enable RTS protection only when the resource waste on the air interface caused by hidden nodes is

greater than the resource consumption of RTS interaction on the air interface.

N  Ssingle-Time Received Ethernet Packet Quantity

A command is provided to adjust the number of Ethernet packets received at a single time. Increasing Ethernet packet reception can
improve network performance but may reduce APs' ability to handle key packets in real time. You can reduce Ethernet packet
reception when the requirements for performance are not high but user concurrency and real-time packet handling are demanded.

In this case, it is recommended that the single-time received Ethernet packet quantity be set to 25.
4.3.6 Configuring Pre-ax(CCA/TPC) Optimization

FS networks provides optimization configuration for high-density scenario.
Working Principle

You can modify the CCA and transmission power to reduce interface and improve the overall performance.

N pcca

DCCA is short for dynamic clear channel assessment.
N DpTPC
DTPC is short for dynamic transmission power control.

4.3.7 Cancelling the Power Supply Limit

For APs powered via Power over Ethernet Plus (PoE+), if the POE+ mode cannot be agreed on via negotiation because some special
power supply devices fail to work properly, the power supply limit can be cancelled to ensure that the APs work at the maximum

capacity.
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Working Principle

6&Fs

When the negotiated power supply limit is 15.4 W, configure this command to cancel the power supply limit.

A Ensure that the power supply device meets the maximum power consumption requirement of a corresponding AP. Otherwise,

the AP is apt to restart. Exercise caution when configuring this command.

4.4 Configuration

Description and Command

11asupport enable

11bsupport enable

11gsupport enable
Configuring STA Access 11acsupport enable
Control

11axsupport enable

coverage-area-control

response-rssi

assoc-rssi

Enables 802.11a support for specified AP radios
in 5 GHz.

Enables 802.11b support for specified AP radios
in 2.4 GHz.

Enables 802.11g support for specified AP radios
on the 2.4 GHz network.

Enables 802.11ac support for specified AP
radios.

Enables 802.11ax support for specified AP
radios.

Configures the management frame power for
APs.

Configures the minimum RSSI for wireless STAs
to connect to specified AP radios.

Configures the minimum RSSI for wireless STAs

to maintain connections to specified AP radios.

A (Mandatory) It is used to enable link integrity detection.

antenna

antenna type

beacon dtim-period

beacon period

Configuring AP RF Parameters

chan-with

channel

country-code

fragment-threshold

Enables link integrity detection.

Configures an omnidirectional antenna or a
directional antenna.

Configures the DTIM period for specified AP
radios.

Configures the beacon frame transmission
period for specified AP radios.

Configures bandwidth assignments for
specified AP radios.

Configures channel assignments for specified
AP radios.

Configures the country code set supported by
an AC or the country code used by AP radios.

Configures the fragmentation threshold for
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Configuring Data Rate Control

Parameters

Configuring Power-Save

Parameters

Configuring Forced Power

Supply

Configuring E-Bag Parameters

Description and Command
specified AP radios.

fragment-burst Configures frame bursting for specified AP
radios.

green-field enable Enables the protection mode for specified AP
radios.

ofdma Enables the OFDMA function for a specified

radio of a specified AP.

power local Configures the transmit power for specified AP
radios.

radio-type Specifies the operating band for specified AP
radios.

short-gi Enables short Gl for specified AP radios.

11ax-gi Configures 11ax-gi for specified AP radios.

peer-distance Configures the maximum distance of wireless

transmission between APs and the peer end.
mu-mimo enable Configures the Multi-User Multiple-Input

Multiple-Output (MU-MIMO) of a radio.
mcell Configures the MCell function.

A (Optional) It is used to configure the parameters of data rate control.

beacon rate Configures the beacon frame transmission rate.

A (Optional) It is used to configure the power-save parameters.

beacon dtim-period Configures the DTIM period.

apsd Enables or disables U-APSD power saving.
A (Mandatory) It is used to enable link integrity detection.

link-check enable Enables link integrity detection.
A Optional

Configures the A-MPDU software
ampdu-retries

retransmission times.

Enables or disables RTS protection for A-MPDU

ampdu-rts
packets.
Idpc Enables or disables LDPC.
stbc Enables or disables transmit/receive STBC.

4.4.1 Configuring STA Access Control

Configuration Effect

®  Control the access of a specified type of wireless STAs to manage these wireless STAs conveniently.

Configuration Steps

AY| Enabling or Disabling the 2.4 GHz or 5 GHz Network
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® Optional.
® Enable or disable the 2.4 GHz or 5 GHz network on an AC.

® The AC assigns the network settings to all the APs to instruct the APs to enable or disable the 2.4 GHz or 5 GHz network.

Command {802.11a | 802.11b} network { enable | disable }
Parameter N/A

Description

Defaults By default, the 2.4 GHz and 5 GHz networks are enabled.
Command AC configuration mode

Mode

Configuration = N/A
Usage Guide

N  Enabling 802.11a Support

® Optional.
®  The configuration takes effect only when the AP radios operate in 5 GHz.
® Onthe AC, enable 802.11a support for specified APs.

® The AC assigns the settings to the APs to instruct the APs to support the access of 802.11a STAs in 5 GHz.

Command 11asupport enable radio radio-id

Parameter radio-id: specifies the IDs of the radios enabled with 802.11a support. The value ranges from 1 to 96.
Description

Defaults By default, the access of 802.11a STAs is supported in 5 GHz.

Command AP configuration mode

Mode

Configuration  The configuration takes effect only when the AP radios operate in 5 GHz.

Usage Guide The configuration is supported only by certain APs.

N  Enabling 802.11b Support

® Optional.

®  The configuration takes effect only when the AP radios operate in 2.4 GHz.

® Onthe AC, enable 802.11b support for specified APs.

® The AC assigns the settings to the APs to instruct the APs to support the access of 802.11b STAs in 2.4 GHz.
Command 11bsupport enable radio radio-id

Parameter radio-id: specifies the IDs of the radios enabled with 802.11b support. The value ranges from 1 to 96.
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Description

Defaults

Command

Mode

Configuration

Usage Guide

By default, the access of 802.11b STAs is supported in 2.4 GHz.

AP configuration mode

The configuration takes effect only when the AP radios operate in 2.4 GHz.

The configuration is supported only by certain APs.

N Enabling 802.11g Support

® Optional.

® The configuration takes effect only when the AP radios operate in 2.4 GHz.

® Onthe AC, enable 802.11g support for specified APs.

® The AC assigns the settings to the APs to instruct the APs to support the access of 802.11g STAs in 2.4 GHz.

Command

Parameter

Description

Defaults

Command

Mode

Configuration

Usage Guide

11gsupport enable radio radio-id

radio-id: specifies the IDs of the radios enabled with 802.11g support. The value ranges from 1 to 96.

By default, the access of 802.11g STAs is supported in 2.4 GHz.

AP configuration mode

The configuration takes effect only when the AP radios operate in 2.4 GHz.

The configuration is supported only by certain APs.

N  Enabling 802.11ac

® Optional.

® Onthe AC, enable 802.11ac support for specified APs.

®  The AC assigns the settings to the APs to instruct the APs to support the access of 802.11ac STAs.

Command

Parameter

Description

Defaults

Command

Mode

Configuration

Usage Guide

11acsupport enable radio radio-id

radio-id: specifies the IDs of the radios enabled with 802.11ac support. The value ranges from 1 to 96.

Only the radios with even IDs support the access of 802.11ac STAs.

AP configuration mode

N/A

6&Fs
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N  Enabling 802.11ax

® Optional
® Onthe AC, enable 802.11ax support for specified APs.

®  The AC assigns the settings to the APs to instruct the APs to support the access of 802.11ax STAs.

Command 11axsupport enable radio radio-id

Parameter Specifies the ID of a radio. The value ranges from 1 to 96.
Description

Defaults The radio that supports 802.11ax is disabled by default.
Command AP configuration mode/all-AP configuration mode

Mode

Configuration  N/A
Usage Guide

N  configuring the Management Frame Power for APs

® Optional.
®  Perform the configuration only on the required device unless otherwise specified.
®  Onthe AC, configure the management frame power for specified APs.

® The AC assigns the settings to the APs to instruct the APs to use the configured management frame transmit power. In this way,

the signal coverage areas of the APs are controlled to limit the access of wireless STAs.

Command coverage-area-control power

Parameter power: specifies the management frame power. The value ranges from 0 to 32, in the unit of dBm.
Description

Defaults By default, the management frame power for APs is 0 dBm.

Command AP configuration mode/AP group configuration mode

Mode

Configuration = N/A
Usage Guide

N  Configuring the Minimum RSSI for Wireless STAs to Access APs

® Optional.
®  Onthe AC, configure the minimum RSSI for wireless STAs to access specified AP.
®  The AC assigns the settings to the APs to instruct the APs to use the configured minimum RSSI as the threshold for allowing the

access of wireless STAs.

Command response-rssi rssi radio {radio-id | [802.11b | 802.11al}
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Parameter

Description

Defaults

Command

Mode

Configuration

Usage Guide

rssi: specifies the minimum RSS! for wireless STAs to access APs. The value ranges from 0 to 100, in the unit of dB.
radio-id: specifies the IDs of the radios assigned with the minimum RSSI. The value ranges from 1 to 96.
802.11b: indicates that the minimum RSSI is assigned to all the radios in 2.4 GHz.

802.11a: indicates that the minimum RSSI is assigned to all the radios in 5.8 GHz.

By default, the RSSI is set to 0, indicating that there is no RSS! limit on the access of wireless STAs.

AP configuration mode

If you select 802.11b, the minimum RSSI is configured for all the radios in 2.4 GHz. The settings take effect when
the APs go online for the first time and are automatically applied to the radios. If you select 802.11a, the condition

is the same for the radios in 5.8 GHz.

AN Configuring the Minimum RSSI for Wireless STAs to Maintain Connections to APs

® Optional.

®  Onthe AC, configure the minimum RSSI for wireless STAs to maintain connections to specified AP.

® The AC assigns the settings to the APs to instruct the APs to use the configured minimum RSSI as the threshold for maintaining

the connections of wireless STAs.

Command

Parameter

Description

Defaults

Command

Mode

Configuration

Usage Guide

Verification

assoc-rssi rssi radio radio-id

rssi: specifies the minimum RSSI for wireless STAs to maintain connections. The value ranges from 0 to 100, in the

unit of dB.

radio-id: specifies the IDs of the radios assigned with the minimum RSSI. The value ranges from 1 to 96.

By default, the RSSl is set to 0, indicating that there is no RSSI limit on the access of wireless STAs.

AP configuration mode

N/A

®  Run show ap-config running ap-name to display the parameter settings of STA access control.

Configuration Example

N  cConfiguring the Parameters of STA Access Control
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Scenario

Figure 4-3

Configuration

Steps

AC

AP APD

3333

STA1 STAZ STA3 S3TA4

In Figure 4- 3, an AC is connected to thin APs. On the AC, configure STA access control for all the APs according to

the following step:

1. Disable the 2.4 GHz network.

On the AC, configure STA access control for AP1 according to the following steps:

1.

2.

Enable the access of 802.11a and 802.11na STAs in 5 GHz

Enable the access of 802.11g and 802.11ng STAs in 2.4 GHz.

Enable the access of 802.11ac STAs.

Set the management frame power to 20 dBm.

Set the minimum RSSI for wireless STAs to access APs to 20 dB.

Set the minimum RSSI for wireless STAs to maintain connections to15 dB.

Enable STA access on Radio 3.

Disable the 2.4 GHz network on the AC.

FS# configure terminal

FS(config)# ac-controller

FS(config-ac)# 802.11b network disable

Set the STA access control parameters for AP1 on the AC.
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AC FS# configure terminal
FS(config)# ap-config AP1
FS(config-ap)# 11asupport enable radio 2
FS(config-ap)# 11nasupport enable radio 2
FS(config-ap)# 11gsupport enable radio 1
FS(config-ap)# 11ngsupport enable radio 1
FS(config-ap)# 11acsupport enable radio 1
FS(config-ap)# no 11bsupport enable radio 1
FS(config-ap)# coverage-area-control 20
FS(config-ap)# response-rssi 20 radio 1
FS(config-ap)# response-rssi 20 radio 2
FS(config-ap)# assoc-rssi 15 radio 1

FS(config-ap)# assoc-rssi 15 radio 2

Verification ®  Run show running to check whether the 2.4 GHz or 5 GHz network is enabled or disabled.

AC FS(config)# show running
!
ac-controller
sta-limit 1024
no capwap dtls enable

802.11b network disable

® Run show ap-config running ap-name to display the STA access control parameters for AP1.

AC FS(config)# show ap-config running AP1

I

ap-config 220em

no 11bsupport enable radio 1
coverage-area-control 20
response-rssi 20 radio 1

response-rssi 20 radio 2
assoc-rssi 15 radio 1

assoc-rssi 15 radio 2

6&Fs
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radio-type 1 802.11b

radio-type 2 802.11a

4.4.2 Configuring AP RF Parameters

Configuration Effect

®  Configure the RF parameters for APs and radios for easier configuration management.

Configuration Steps

A Configuring the Antenna Transmit/Receive Type

® Optional.

® Onan AC, configure the antenna transmit/receive type for specified APs. Then the AC assigns the settings to the APs to instruct

the APs to use the specified antenna selection masks to send and receive packets.

Command antenna { transmit | receive } value radio radio-id
Parameter transmit: is the antenna transmit parameter.
Description

receive: is the antenna receive parameter.

value: specifies the antenna selection mask. The value ranges from 1 to 255.

radio-id: specifies the IDs of the radios assigned with the antenna transmit/receive type. The value ranges from 1 to
96.

Defaults In AP configuration mode, the default antenna selection mask varies with different product models and antenna
quantities and is determined based on the product model.

By default, no antenna transmit/receive type is configured in AP group configuration mode.

Command AP configuration mode or AP group configuration mode

Mode

Configuration | The configuration takes effect only when the AP radios operate in 802.11n or 802.11ac mode.
Usage Guide
N  configuring Omnidirectional Antennas or Directional Antennas

® Optional.

®  After this command is configured, the AC delivers the configuration to an AP to notify the AP of the antenna to be used.

Command antenna type { omnidirection | direction } [ radio radio-id ]
Parameter omnidirection: Specifies an omnidirectional antenna.
Description direction: Specifies a directional antenna.

radio-id: Specifies the ID of a radio. The value ranges from 1 to 96.
Defaults An omnidirectional antenna is used by default.

Command AP configuration mode, all-AP configuration mode, and AP group configuration mode




y
AP SERIES CONFIGURATION GUIDE 6 FS

Mode

Usage Guide 1. This configuration is valid only to radios supporting both omnidirectional antennas and directional antennas.
2. If the internal antennas and external antennas can be switched, the configuration of internal and external
antennas takes effect prior to that of omnidirectional and directional antennas.
3. When no radio is specified, the configuration takes effect on all radios of an AP.
4. The antenna type omnidirection and antenna type direction radio radio-id commands cannot be
simultaneously configured for a specific AP/AP group/all APs; otherwise, the later configuration overwrites the

previous configuration.

AY| Configuring the Beacon Frame Transmission Period

® Optional.

® Onan AC, configure the beacon frame transmission period for specified APs. Then the AC assigns the settings to the APs to

instruct the APs to transmit beacon frames according to the configured period.

Command beacon period milliseconds radio radio-id

Parameter milliseconds: specifies the beacon frame transmission period. The value ranges from 20 to 1000, in the unit of ms.

Description radio-id: specifies the IDs of the radios assigned with the beacon frame transmission period. The value ranges from
1 to 96.

Defaults By default, the beacon frame transmission period is 100 ms.

Command AP configuration mode

Mode

Configuration  The configuration is supported only by certain APs.

Usage Guide

N  cConfiguring Bandwidth Assignments

® Optional.

® Onan AC, configure bandwidth assignments for specified APs. Then the AC assigns the settings to the APs to instruct the APs
to switch the channel bandwidth to the specified bandwidth.

Command chan-width { 20 | 40 | 80 } radio {radio-id | [802.11b|802.11al}
Parameter 20: specifies the 20 MHz bandwidth.
Description

40: specifies the 40 MHz bandwidth.

80: specifies the 80 MHz bandwidth.

radio-id: specifies the IDs of the radios assigned with bandwidth. The value ranges from 1 to 96.
802.11b: indicates that bandwidth is assigned to all the radios in 2.4 GHz.

802.11a: indicates that bandwidth is assigned to all the radios in 5.8 GHz.

Defaults The default channel bandwidth of 5.8G radio is 40 MHz

The default channel bandwidth of the other radio is 20 MHz.
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Command AP configuration mode

Mode

Configuration | If you select 802.11b, the bandwidth is configured for all the radios in 2.4 GHz. The settings take effect when the
Usage Guide APs go online for the first time and are automatically applied to the radios. If you select 802.11a, the condition is
the same for the radios in 5.8 GHz. The bandwidth configuration takes effect only when APs operate in 802.11n or

802.11ac mode.

N  configuring Channel Assignments

® Optional.

® Onan AG, configure channel assignments for specified APs. Then the AC assigns the settings to the APs to instruct the AP

radios to operate in specified channels.

Command channel channel-id radio radio-id
Parameter channel-id: specifies the operating channels of AP radios.
Description

radio-id: specifies the IDs of the radios assigned with channels. The value ranges from 1 to 96.

Defaults The radio resource management (RRM) system automatically adjusts channels. By default, no channel assignments

are configured.

Command AP configuration mode

Mode

Configuration  The configuration is supported only by certain APs.
Usage Guide
AN Configuring the Country Code Set Supported by an AC

® Optional.

®  Add a country code to the country code set supported by an AC before you configure AP radios to use the country code.

Command country-code country-code

Parameter country-code: specifies the country code to be added.
Description

Defaults The country code set supported by the ACis CN.
Command AP configuration mode

Mode

Configuration = The country code "CN" supported by the AC cannot be deleted.

Usage Guide The following country codes are available for choice:

AE United Arab Emirates

AM Armenia
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AR
AT

AU
AZ
BE
BG
BH
BN
BO
BR
BY
BZ
CA
CH
CL

CN
(€0)
CR
cy
(@4

DE
DK
DO
EC
EE
EG
ES
FlI

Argentina
Austria
Australia
Azerbaijan
Belgium
Bulgaria
Bahrain
Brunei Darussalam
Bolvia
Brazil
Belarus
Belize
Canada
Switzerland
Chile

China
Colombia
Costa Rica
Cyprus
Czech Republic
Germany
Denmark
Dominican Republic
Ecuador
Estonia
Egypt
Spain
Finland
France
United Kingdom
Georgia
Greece
Guatemala
Hong Kong
Honduras
Croatia
Hungary
Indonesia
Ireland
Israel

India

Iraq

Iran

6&Fs
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LI
LK
LT
LU
LV
MA
MC
MK
MO
MT
MX
MY
NG
NL
NO
NZ
oM
PA
PE
PH
PK
PL
PR
PT
QA
RO
RU
SA
SE
SG
Sl
SK
sV
sY

Iceland

Italy

Jordan
Japan

North Korea
Korea ROC
Kuwait
Kazakhstan
Lebanon
Liechtenstein
Sri Lanka
Lithuania
Luxembourg
Latvia
Morocco
Monaco
Macedonia
Macau
Malta
Mexico
Malaysia
Nigeria
Netherlands
Norway
New Zealand
Oman
Panama
Peru
Philippines
Pakistan
Poland
Puerto Rico
Portugal
Qatar
Romania
Russia

Saudi Arabia
Sweden
Singapore

Slovenia

Slovak Republic

El Salvador

Syria

6&Fs




AP SERIES CONFIGURATION GUIDE

TH
™
TR
T
TW
UA
us
uyY
uz
VE
VN
YE
ZA
zw

AY| Configuring the Fragmentation Threshold

® Optional.

Thailand
Tunisia
Turkey
Trinidad & Tobago
Taiwan
Ukraine
United States
Uruguay
Uzbekistan
Venezuela
Vietnam
Yemen
South Africa

Zimbabwe

6&Fs

® Onan AC, configure the fragmentation threshold for specified APs. Then the AC assigns the settings to the APs to instruct the

AP radios to perform fragment logic processing according to the configured threshold.

Command fragment-threshold value radio radio-id
Parameter value: specifies the fragmentation threshold, which must be an even number ranging from 256 to 2346.
Description

Defaults The default fragmentation threshold is 2346 bytes.
Command AP configuration mode
Mode

Configuration  The configuration is supported only by certain APs.

Usage Guide

AY| Configuring Frame Bursting Mechanism

® Optional.

® The AC delivers the settings to the APs to enable or disable frame bursting.

Command fragment-burst { enable | disable | dynamic } radio radio-id

Parameter

Description

disable: Disables frame bursting mechanism.

dynamic: Dynamic frame bursting mechanism.

enable: Enables frame bursting mechanism.

radio-id: Specifies the IDs of the radios. The value ranges from 1 to 96.

Defaults Frame bursting is disabled by default.

radio-id: specifies the IDs of the radios assigned with the fragmentation threshold. The value ranges from 1 to 96.
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Command AP configuration mode
Mode

Configuration = N/A

Usage Guide

N  Enabling the Protection Mode

® Optional.

® Onan AC, enable the protection mode for specified APs. Then the AC assigns the settings to the APs to instruct the AP radios to

enable the protection mode.

Command green-field enable radio radio-id

Parameter radio-id: specifies the IDs of the radios enabled with the protection mode. The value ranges from 1 to 96.
Description

Defaults By default, the protection mode is disabled.

Command AP configuration mode

Mode

Configuration  The configuration takes effect only when the AP radios operate in 2.4 GHz.

Usage Guide

N  configuring the Transmit Power

® Optional.

® Onan AC, configure the transmit power for specified APs. Then the AC assigns the settings to the APs to instruct the AP radios

to use the transmit power.

Command power local powerradio {radio-id | [802.11b | 802.11al}
Parameter power: specifies the percent of transmit power for APs. The value ranges from 1 to 100.
Description

radio-id: specifies the IDs of the radios assigned with the transmit power. The value ranges from 1 to 96.
802.11b: indicates that the transmit power is assigned to all the radios in 2.4 GHz.

802.11a: indicates that the transmit power is assigned to all the radios in 5.8 GHz.

Defaults The RRM system automatically adjusts the transmit power. By default, no transmit power is configured.
Command AP configuration mode or AP group configuration mode
Mode

Configuration  If you select 802.11b, the transmit power is configured for all the radios in 2.4 GHz. The settings take effect when
Usage Guide the APs go online for the first time and are automatically applied to the radios. If you select 802.11a, the condition
is the same for the radios in 5.8 GHz. The configuration is supported only by certain APs.

AY| Configuring a Frequency Band

® Optional.
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®  After a frequency band is assigned to AP radios, the RRM module analyzes the operating channel of the AP radios in global

mode, adjusts the channel, and assigns the optimal channel to the AP. The AP radios are instructed to operate in the specified

channel.

Command radio-type radio-id { 802.11a | 802.11b }

Parameter radio-id: specifies the IDs of the radios assigned with the frequency band. The value ranges from 1 to 96.

Description 802.11a: specifies the 5 GHz operating band.
802.11b: specifies the 2.4 GHz operating band.

Defaults A single-band AP (radio 1) supports the 2.4 GHz frequency band. For a dual-band AP, radio 1 supports the 2.4 GHz
frequency band, and radio 2 supports the 5 GHz frequency band.

Command AP configuration mode

Mode

Configuration = The configuration is supported only by certain APs.
Usage Guide
N  Enabling Short Gl

® Optional.

®  Enable short Gl for specified APs. Then the AC delivers the settings to the APs.

Command short-gi enable radio radio-id chan-width {20 | 40 | 80}
Parameter radio-id: specifies the IDs of the radios enabled with short Gl. The value ranges from 1 to 96.
Description

20: specifies the 20 MHz bandwidth.
40: specifies the 40 MHz bandwidth.

80: specifies the 80 MHz bandwidth.

Defaults By default, short Gl is enabled in 40 MHz and disabled in 20 MHz.
Command AP configuration mode
Mode

Configuration = N/A
Usage Guide

N  Enabling 11ax-gi

® Optional.

®  Enable 11ax-gi for specified APs. Then the AC delivers the settings to the APs.
Command 11ax-gi{0.8| 1.6 | 3.2 | auto} radio radio-id

Parameter radio-id: specifies the IDs of the radios enabled with short Gl. The value ranges from 1 to 96.
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Description

Defaults

Command

Mode

Configuration

Usage Guide

0.8: Specifies 0.8us.
1.6: Specifies 1.6us.
3.2: Specifies 3.2us.

auto: Specifies the auto mode.

By default, the auto mode is used. .

AP configuration mode

N/A

AY| Configuring the Maximum Distance of Wireless Transmission Between APs and the Peer End

® Optional.

® Onan AC, configure the maximum distance of wireless transmission between APs and the peer end for specified APs. Then the

AC assigns the settings to the APs to instruct the AP radios to send and receive packets according to the maximum distance.

Command

Parameter

Description

Defaults

Command

Mode

Configuration

Usage Guide

peer-distance val radio radio-id

val: specifies the maximum wireless transmission distance allowed by APs. The value ranges from 1000 to 25000, in
the unit of m.

radio-id: specifies the IDs of the radios assigned with the maximum wireless transmission distance. The value
ranges from 1 to 96.

By default, the maximum wireless transmission distance is 1000 m.

AP configuration mode

The configuration is supported only by certain APs. Perform the configuration only when the actual maximum
distance of wireless transmission between APs and the peer end is greater than 1000 m. You can set the distance

to a large value but do not set it to a value smaller than the actual distance.

N  configuring MU-MIMO for a Radio

® Optional.

®  After configuration, the AC delivers the configuration to an AP, to instruct the AP to enable/disable the MU-MIMO function for a

radio.

Command
Parameter
Description

Defaults

mu-mimo enable radio radio-id

radio-id: Specifies the ID of a radio. The value ranges from 1 to 96.

The configuration depends on the AP support status by default. For example, if a radio does not support
MU-MIMO, the AC does not support MU-MIMO by default. If a radio supports MU-MIMO and MU-MIMO is enabled
by default, the MU-MIMO is enabled on the AC by default. If a radio supports MU-MIMO but MU-MIMO is disabled
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by default, the MU-MIMO is disabled on the AC by default.
Command AP configuration mode, all-AP configuration mode, and AP group configuration mode

Mode
Usage Guide N/A

N Enabling the OFDMA Function for a Radio

® Optional.

®  After this command is configured, 802.11ax STAs can transmit data by using OFDMA.

Command ofdma enable radio radio-id

Parameter radio-id: Specifies the ID of a radio. The value ranges from 1 to 96.

Description

Defaults OFDMA is enabled by default.

Command AP configuration mode, all-AP configuration mode, and AP group configuration mode
Mode

Usage Guide N/A

N  configuring the MCell Function

® Optional.

®  The receiver sensitivity decreases after this function is configured.

Command mcell enable radio radio-id

Parameter radio-id: Specifies the ID of a radio. The value ranges from 1 to 96.
Description

Defaults The MCell function is disabled by default.

Command AP configuration mode

Mode

Usage Guide N/A
Verification

®  Run show ap-config running ap-name to display the parameter settings of STA access control.

Configuration Example

N  configuring AP RF Parameters

6&Fs
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Scenario

Figure 4-4

L2/3 Network

AP AP2 AP

In Figure 4-4 an AC is connected to thin APs. On the AC, configure the RF parameters for AP1 according to the

following steps:

1. Configure the "CN" country code globally.

2. Configure the AC to support the "CN" country code.

3.  Enable A-MPDU for radio 1 of AP1.

4.  Set the maximum 802.11n MCS index value to 15 for radio 1 of AP1.
5. Setthe maximum 802.11ac MCS index value to 19 for radio 1 of AP1.
6. Setthe maximum 802.1xax MCS index value to 21 for radio 2 of AP1.

7.  Setthe antenna selection masks of the transmit type and receive type to 7 and 5 respectively for radio 1 of

AP1.
8. Enable usage of external antennas and disable usage of internal antennas for radio 1 of AP1.
9. Enable directional antenna on AP1..
10. Set the beacon frame transmission period to 200 ms for radio 1 of AP1.
11. Configure the "CN" country code for radio 1 of AP1.
12. Assign channel 11 to radio 1 of AP1.
13. Assign the 20 MHz bandwidth to radio 1 of AP1.
14. Enable short Gl for radio 1 of AP1 in 20 MHz.
15. Enable the protection mode for radio 1 of AP1.
16. Set the 802.1xax protection interval to 3.2us for radio 2 of AP1.
17. Configure the short preamble type for radio 1 of AP1.
18. Configure the short slot time for radio 1 of AP1.
19. Assign channel 149 to radio 2 of AP1.
20. Assign the 40 MHz bandwidth to radio 2 of AP1.
21. Enable radio 2 of AP1.
22. Setthe fragmentation threshold to 2346 bytes for radio 2 of AP1.
23. Set the percent of transmit power to 100% for radio 2 of AP1.

24, Set the RTS threshold to 2347 bytes for radio 2 of AP1.
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26. Set the maximum distance of wireless transmission between APs and the peer end to 3000mradio 1 of AP1.
27. Enable MU-MIMO for radio 2 of AP1.

28. Enable mcell for radio 1 of AP1.

29. Enable ofdma for radio 2 of AP1.

Configuration ® Onthe AC, configure the RF parameters for AP1.
Steps
FS# configure terminal
FS(config)# country-code CN
FS(config)#ac-controller
FS(config-ac)#country CN
FS(config-ac)#exit
FS(config)# ap-config AP1
FS(config-ap)# 802.11n a-mpdu enable radio 1
FS(config-ap)# 802.11n mcs support 15 radio 1
FS(config-ap)# 802.11ac mcs support 19 radio 1
FS(config-ap)# 802.11ac mcs support 21 radio 2
FS(config-ap)# antenna transmit 7 radio 1
FS(config-ap)# antenna receive 5 radio 1
FS(config-ap)# antenna type direction
FS(config-ap)# country CN radio 1
FS(config-ap)# beacon period 200 radio 1
FS(config-ap)# channel 11 radio 1
FS(config-ap)# chan-width 20 radio 1
FS(config-ap)# short-gi enable radio 1 chan-width 20
FS(config-ap)# green-field enable radio 1
FS(config-ap)# channel 149 radio 2
FS(config-ap)# chan-width 40 radio 2
FS(config-ap)# fragment-threshold 2346 radio 2
FS(config-ap)# power local 100 radio 2
FS(config-ap)# peer-distance 3000 radio 1
FS(config-ap)# mu-mimo enable radio 2
FS(config-ap)# mcell enable radio 1

FS(config-ap)# ofdma enable radio 2
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Verification

® Run show ap-config running ap-name to display the RF parameter settings of AP1.

FS(config)# show ap-config running AP1

!
ap-config AP1
802.11n mcs support 15 radio 1
802.11n mcs support 15 radio 2
802.11ac mcs support 19 radio 1
update-key-tsc enable
short-gi enable radio 1 chan-width 20
green-field enable radio 1
station-role root-ap radio 1
station-role root-ap radio 2
chan-width 40 radio 2
antenna receive 5 radio 1
external-antenna enable radio 1
channel 11 radio 1
channel 149 radio 2
beacon period 200 radio 1
power local 100 radio 2

peer-distance 3000 radio 1

4.4.3 Configuring Data Rate Control Parameters

Configuration Effect

®  Configure the data rate control parameters for thin APs centrally for easier configuration management.

Configuration Steps

AN Configuring the Beacon Frame Transmission Rate

® Optional.

6&Fs

® Onan AC, configure the beacon frame transmission rate for specified APs. Then the AC assigns the settings to the APs to

instruct the APs to transmit beacon frames according to the configured rate.

Command

Parameter

Description

beacon rate rate-Mbps radio {radio-id | [802.11b | 802.11al}

rate_Mbps: specifies the rate at which beacon frames are transmitted.

radio-id: specifies the IDs of the radios assigned with the beacon frame transmission rate. The value ranges from 1
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Defaults

Command

Mode

Configuration

Usage Guide

Verification

to 48.
802.11b: indicates that the beacon frame transmission rate is assigned to all the radios in 2.4 GHz.

802.11a: indicates that the beacon frame transmission rate is assigned to all the radios in 5.8 GHz.

By default, no beacon frame transmission rate is configured.

AP configuration mode

1. Do not configure a beacon frame transmission rate that is disabled in the data rate set settings.

2. Because the 1 Mbps, 2 Mbps, 5.5 Mbps, and 11 Mbps rates are not supported in 5 GHz, do not set the beacon

frame transmission rate to any of the preceding values for the radios in 5 GHz.

3. Ifyou select 802.11b, the beacon frame transmission rate is configured for all the radios in 2.4 GHz. The
settings take effect when the APs go online for the first time and are automatically applied to the radios. If

you select 802.11a, the condition is the same for the radios in 5.8 GHz.

®  Run show running to display the parameter settings of data rate control.

Configuration Example

N  Configuring Data Rate Control Parameters

Scenario

Figure 4-5

L2/3 Neatwork

In Figure 4-5, an AC is connected to thin APs. On the AC, configure the data rate control parameters according to

the following steps:

1. Disable the 6 Mbps rate for 802.11a STAs.

2. Disable the 1 Mbps, 2 Mbps, and 5.5 Mbps rates for 802.11b STAs.
3. Disable the 1 Mbps, 2 Mbps, and 5.5 Mbps rates for 802.11g STAs.

4. Set the multicast rate for WLAN1 to 54 Mbps.

On the AC, configure the data rate control parameters for AP1 according to the following step:
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1. Configure the beacon frame transmission rate for radio 1 of AP1.

Configuration ® Onthe AC, configure the data rate control parameters.
Steps

FS# configure terminal

FS(config)# ap-config AP1

FS(config-ap)# beacon rate 12.0 radio 1

® Onthe AC, configure the beacon frame transmission rate for AP1.
FS# configure terminal

FS(config)# ap-config AP1

FS(config-ap)# beacon rate 12.0 radio 1

Verification ®  Run show ap-config running ap-name to display the beacon frame transmission rate settings of AP1.

FS(config)# show ap-config running AP1
I
ap-config AP1
channel 11 radio 1
channel 149 radio 2
beacon period 200 radio 1
beacon rate 12.0 radio 1

power local 100 radio 2

4.4.4 Configuring Power-Save Parameters

Configuration Effect

®  Configure the power-save parameters for thin APs centrally for easier configuration management.

Configuration Steps

A  configuring the DTIM Period

® Optional.

® The power saving effect is improved if the DTIM period is set to a large value, but the delay for downstream multicast packets is

increased.
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Command beacon dtim-period period-num radio radio-id
Parameter period-num: specifies the DTIM period. The value ranges from 1 to 255. The unit is expressed as the period of one
Description beacon frame.

radio-id: specifies the IDs of the radios assigned with the DTIM period. The value ranges from 1 to 96.

Defaults The unit of the DTIM period is expressed as the period of one beacon frame.
Command AP configuration mode
Mode

Configuration = N/A
Usage Guide

N  Enabling or Disabling U-APSD Power Saving

® Optional.

®  Enable U-APSD power saving to reduce the delay of the services with high real-time requirements during the power

management process. The transmission of radio signals can be disabled during most of the time to extends the battery life.

Command apsd { enable | disable } radio radio-id
Parameter enable: enables U-APSD power saving.
Description

disable: disables U-APSD power saving.

radio-id: specifies the IDs of the radios enabled with U-APSD power saving. The value ranges from 1 to 96.

Defaults By default, U-APSD power saving is enabled.
Command AP configuration mode
Mode

Configuration  N/A
Usage Guide

Verification

®  Run show ap-config running ap-name to display the power-save parameter settings.

Configuration Example

N configuring Power-Save Parameters
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Scenario

Figure 4-6

Configuration

Steps

Verification

L2/3 Network

® Onthe AC, set the DTIM period to 3 for radio 1 of AP1.

® Onthe AC, enable U-APSD power saving for radio 1 of AP1.

FS#configure terminal

FS(config)#ap-config AP0O001

FS(config-ap)#beacon dtim-period 3 radio 1

FS(config-ap)#apsd enable radio 1

® Run show ap-config running ap-name to display the power-save parameter settings of AP1.

FS(config)# show ap-config running AP1

!

ap-config AP1

802.11n mcs support 15 radio 1
802.11n mcs support 15 radio 2
update-key-tsc enable
short-gi enable radio 1 chan-width 20
green-field enable radio 1
station-role root-ap radio 1
station-role root-ap radio 2
chan-width 40 radio 2
antenna receive 5 radio 1
channel 11 radio 1
channel 149 radio 2

beacon period 200 radio 1

6&Fs
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beacon dtim-period 3 radio 1

power local 100 radio 2

4.4.5 Enabling Link Integrity Detection

Configuration Effect

®  Enable link integrity detection.
Configuration Steps

A  Enabling Link Integrity Detection

®  (Mandatory) Run link-check enable to enable link integrity detection.

Command link-check enable

Parameter N/A

Description

Defaults By default, link integrity detection is disabled.
Command Global configuration mode

Mode

Configuration By default, link integrity detection is disabled.
Usage Guide

Verification

®  Run show running-config to display the configuration status of link integrity detection.

Configuration Example

N Enabling Link Integrity Detection

6&Fs
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Scenario

Figure 4-7

AP APZ APT
STA S5TAZ2 STAT STA4

In Figure 4-7, an AC is connected to thin APs. Enable link integrity detection according to the following step:

1. Enable link integrity detection.

Configuration ®  Enable link integrity detection on the AC.

Steps
FS# configure terminal
FS(config)# link-check enable
Verification ®  Run show running-config to display the configuration status of link integrity detection.

FS(config)# show running-config

4.4.6 Configuring E-Bag Parameters

Configuration Effect

®  Configure the E-bag parameters for APs and radios for easier configuration management.

Configuration Steps

AN Configuring the A-MPDU Software Retransmission Times
® Optional.

® Onan AC, configure the A-MPDU software retransmission times for specified APs. Then the AC assigns the settings to the APs

to instruct the APs to transmit A-MPDU packets according to the configured times.
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®  The greater the retransmission times, the lower the probability of sub-frame loss. If packets are retransmitted frequently, the
burden on the air interface is increased, which affects the real-time transmission of packets on the air interface. You can increase the

retransmission times if you need to avoid packet loss when there is a high probability of sub-frame loss.

Command ampdu-retries times radio radio-id

Parameter times: specifies the A-MPDU software retransmission times. The value ranges from 1 to 10.

Description radio-id: specifies the IDs of the radios assigned with the A-MPDU software retransmission times. The value ranges
from 1 to 48.

Defaults By default, the A-MPDU software retransmission times is 10.

Command AP configuration mode

Mode

Configuration  The configuration takes effect only when the AP radios operate in 802.11n or 802.11ac mode.

Usage Guide The configuration is supported only by certain APs.

N  Enabling or Disabling RTS Protection for A-MPDU Packets

® Optional.

® Onan AC, enable RTS protection for A-MPDU packets for specified APs. Then the AC assigns the settings to the APs to instruct
the APs to transmit A-MPDU packets using RTS protection.

®  Enable RTS protection only when the resource waste on the air interface caused by hidden nodes is greater than the resource

consumption of RTS interaction on the air interface.

Command ampdu-rts radio {radio-id | [802.11b|802.11al}
Parameter radio-id: specifies the IDs of the radios enabled with RTS protection. The value ranges from 1 to 48.
Description

802.11b: indicates that RTS protection is enabled for all the radios in 2.4 GHz.

802.11a: indicates that RTS protection is enabled for all the radios in 5.8 GHz.

Defaults By default, RTS protection for A-PMDU packets is disabled.
Command AP configuration mode
Mode

Configuration | If you select 802.11b, RTS protection for A-PMDU packets is enabled for all the radios in 2.4 GHz. The settings take
Usage Guide effect when the APs go online for the first time and are automatically applied to the radios. If you select 802.11a,
the condition is the same for the radios in 5.8 GHz. The configuration takes effect only when the AP radios operate

in 802.11n or 802.11ac mode.

N Enabling or Disabling LDPC

® Optional.

® Onan AC, enable LDPC for specified APs. Then the AC assigns the settings to the APs to instruct the APs to send and receive

packets using LDPC.
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® LDPCimproves the coding reliability and gains. It also greatly reduces the probability of information loss during transmission in
frequencies with serious noise interference. However, a small number of STAs are not compatible with LDPC, and enabling LDPC will

result in packet loss.

Command Idpc radio radio-id

Parameter radio-id: specifies the IDs of the radios enabled with LDPC. The value ranges from 1 to 48.
Description

Defaults By default, LDPC is enabled.

Command AP configuration mode

Mode

Configuration = N/A
Usage Guide

N Enabling or Disabling Transmit/Receive STBC

® Optional.

® Onan AC, enable transmit/receive STBC for specified APs. Then the AC assigns the settings to the APs to instruct the APs to

send and receive packets using STBC.

® STBC improves the reliability of data transmission. Some STAs may not be compatible with STBC.

Command stbc radio radio-id

Parameter radio-id: specifies the IDs of the radios enabled with STBC. The value ranges from 1 to 48.
Description

Defaults By default, STBC is enabled.

Command AP configuration mode

Mode

Configuration = N/A
Usage Guide

Verification

®  Run show ap-config running ap-name to display the E-bag parameter settings.

Configuration Example

N configuring E-Bag Parameters
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Scenario

% Ea AL
Figure 4-8

L2/3 Network

AP AP2 AP

In Figure 4- 8, an ACis connected to APs. On the AC, configure the E-bag parameters for AP1 according to the

following steps:

1. Setthe A-MPDU software retransmission times to 3 for radio 1 of AP1.
2. Enable RTS protection for A-MPDU packets for radio 1 of AP1.

3. Setthe single-time received Ethernet packet quantity to 100 for AP1.
4. Disable LDPC for radio 1 of AP1.

5. Disable transmit/receive STBC for radio 1 of AP1.

Configuration ® Onthe AC, configure the RF parameters for AP1.
Steps

FS# configure terminal

FS(config)# ap-config AP1

FS(config-ap)# ampdu-retries 3 radio 1

FS(config-ap)# ampdu-rts radio 1

FS(config-ap)# eth-schd 100

FS(config-ap)# no Idpc radio 1

FS(config-ap)# no stbc radio 1

Verification ®  Run show ap-config running ap-name to display the E-bag parameter settings of AP1.
FS(config)# show ap-config running AP1
!
ap-config AP1
ap-mac 00d0.f801.0528
channel 11 radio 1

no 11acsupport enable radio 2
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4.4.7

ampdu-retries 3 radio 1

ampdu-rts radio 1

no stbc radio 1

no ldpc radio 1

eth-schd 100

wmm edca-radio video aifsn 1 cwmin 3 cwmax 4 txop 90 radio 1

wmm edca-radio back-ground aifsn 7 cwmin 4 cwmax 10 txop 5 radio 2

Configuring Pre-ax(CCA/TPC) Optimization

Configuration Effect

Configure the Pre-ax(CCA/TPC) optimization.

Notes

N/A

Configuration Steps

A

DCCA

Optional.

The AC pushes the configuration to the AP to enable DCCA.

Adjust the CCA dynamically to improve the overall performance.

Command

Parameter

Description

Defaults

Command

Mode

Configuration

Usage Guide
N prPC
® Optional.
(]

wopt dcca enable { auto | [ 0~10] } radio radio-id

auto: Auto adjustment.
0-10: Specifies a level.

radio-id: Specifies the target radio ID, in the range from 1 to 48.
By default ,DCCA is disabled.

AP configuration mode

N/A

The AC pushes the configuration to the AP to enable DTPC.

Adjust the transmission power dynamically to reduce the interference.

6&Fs
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Command wopt dtpc enable radio radio-id

Parameter radio-id; Specifies the target radio ID, in the range from 1 to 48.
Description

Defaults By default, DTPC is disabled.

Command AP configuration mode

Mode

Configuration = N/A
Usage Guide

Verification
Run show ap-config running ap-name to display the configuration.

Configuration Example

N DCcA
Scenario
Figure 4-91
L2/3 Metwork
AP1 AP2 APn

AP1 must support Pre-ax.
Configuration ®  Run the following command to enable AP1 with DCCA on the AC.
Steps

FS# configure terminal

FS(config)# ap-config AP1

FS(config-ap)# wopt dcca enable auto radio 1
Verification ®  Run the show ap-config running ap-name command to display the configuration.

FS(config)# show ap-config running AP1

6&Fs
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Scenario

@ AC
Figure 4-91

L2/3 Metwork

AP AP2 APn

AP1 must support Pre-ax.

Configuration ®  Run the following command to enable AP1 with DCCA on the AC.
Steps

FS# configure terminal

FS(config)# ap-config AP1

FS(config-ap)# wopt dcca enable auto radio 1

Verification ®  Run the show ap-config running ap-name command to display the configuration.
ap-config AP1
ap-mac 00d0.f801.0528

wopt dcca enable auto radio 1

N DTPC

Scenario

@ AC
Figure 4- 102

L2/3 Matwork

X

AP AP2 APn

AP1 must support Pre-ax.

6&Fs
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Configuration ®  Run the following command to enable AP1 with DTPC on the AC.

Steps

FS# configure terminal
FS(config)# ap-config AP1

FS(config-ap)# wopt dtpc enable radio 1

Verification ®  Run the show ap-config running ap-name command to display the configuration.

FS(config)# show ap-config running AP1
!
ap-config AP1

ap-mac 00d0.f801.0528

wopt dcca enable auto radio 1

4.4.8 Cancelling the Power Supply Limit

Configuration Effect

When the negotiated power supply limit is 15.4 W, configure this command to cancel the power supply limit.
Notes

® NA

Configuration Steps

AY| Cancelling the Power Supply Limit

® Optional.

®  After this command is configured, the AC delivers the configuration to an AP to notify the AP that the power supply limit is

cancelled.

®  For APs powered via PoE+, if the PoE+ mode cannot be agreed on via negotiation because some special power supply devices

fail to work properly, the power supply limit can be cancelled to ensure that the APs can work at the maximum capacity.

Command poe-unlimit [ radio radio-id | radio-type { 802.11a|802.11b } ]
Parameter radio-id: Specifies the ID of a radio. The value ranges from 1 to 96.
Description 802.11a: Indicates the 5 GHz band.

802.11b: Indicates the 2.4 GHz band.

Defaults The PoE+ power supply limit is disabled by default and PoE+ is limited based on the PoE+ negotiation result by
default.
Command AP configuration mode

Mode
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Usage Guide

Verification

Run the show ap-config running ap-name command to display the configuration.
NOTE:

Ensure that the power supply device meets the maximum power consumption requirement of a corresponding AP. Otherwise, the AP

is apt to restart. Exercise caution when configuring this command.
Configuration Example

A  cancelling the Power Supply Limit

Scenario

. L= AC
Figure 4-11

L2/3 Neatwork

AP1 AP APn

In high-density fit AP environment, the power supply limit must be cancelled for radio1 of AP 1 on the AC.

Configuration ® Onthe AGC, cancel the power supply limit on AP 1.

Steps
FS# configure terminal
FS(config)# ap-config AP1
FS(config-ap)# poe-unlimit radio 1
Verification ®  Run the show ap-config running ap-name command to display the power supply limit configuration of a

specified AP.
FS(config)# show ap-config running AP1
!
ap-config AP1
ap-mac 00d0.f801.0528

poe-unlimit radio 1
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4.4.9 Enabling/Disabling an AP to Supply Power to External Devices via the Ethernet Cable

Configuration Effect

®  Enable or disable an AP to supply power to external devices via the Ethernet cable.

Notes

®  Only some models of fat APs support this function.

Configuration Steps

N  Enabling/Disabling an AP to Supply Power to External Devices via the Ethernet Cable

® Optional.

®  Run this command to enable/disable an AP to supply power to external devices via the Ethernet cable in global configuration

mode.
Command poeout { enable | disable | default }
Parameter enable: Enables an AP to supply power to external devices via the Ethernet cable.
Description disable: Disables an AP to supply power to external devices via the Ethernet cable.
default: Use the default settings for an AP to supply power to external devices via the Ethernet cable.
Defaults The default settings are used for an AP to supply power to external devices via the Ethernet cable.
Command Global configuration mode
Mode
Usage Guide This command is automatically saved after being configured, without a need to use the write command for
saving. This command does not support the no poeout and default poeout forms.
Verification

®  Run the show poeout command to display the configurations.

Configuration Example

N  Enabling an AP to Supply Power to External Devices via the Ethernet Cable
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Configuration

Steps
FAT-AP FS#config
FS(config)#poeout enable
Verification ®  Run the show poeout command to display the configured command.

FS#show poeout
poeout enable

FS#

4.5 Monitoring

Displaying

N/A

®  Enable an AP to supply power to external devices via the Ethernet cable.

6&Fs
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5 Configuring DATA-PLANE
5.1 Overview

The data plane provides broadcast forwarding control functions, including broadcast forwarding weight control and broadcast

wireless forwarding control.

Broadcast forwarding weight control means restricting the weights of packet types for broadcast forwarding, so as to prevent STAs

from being influenced when a certain type of packets occupy all resources.

Broadcast wireless forwarding control means forwarding only necessary packets to the wireless network, so as to prevent some

useless broadcast packets from occupying substantial radio frequency (RF) resources.
®  Broadcast forwarding weight control is applicable to all packets to be flooded.

®  Broadcast wireless forwarding control is applicable to all packets to be sent to the radio interface.

Protocols and Standards

® N/A

5.2 Applications
® N/A

5.3 Features

Basic Concepts

N  Broadcast Forwarding Weight Control

A network switching device may need to flood broadcast packets, multicast packets, and some unicast packets. A weight can be set
for each type of packets to prevent a certain type of broadcast packets from exhausting all broadcast forwarding capabilities, thereby

improving STAs' network experience.

N  Broadcast Wireless Forwarding Control

The broadcast wireless forwarding control function is used to forward only necessary broadcast packets to the wireless network, so

as to prevent certain broadcast packets from occupying substantial air interface resources and improve the network rates of STAs.

Overview

| Feature ______ Description |

Broadcast Forwarding Restricts the weights of packet types for broadcast forwarding, so as to protect RF resources from being

Weight Control occupied by a certain type of packets and thereby guarantee normal forwarding of other packets.
Broadcast Wireless = Controls whether to forward broadcast packets to the wireless network, so as to prevent useless broadcast
Forwarding Control packets from occupying substantial RF resources.

5.3.1 Broadcast Forwarding Weight Control

Broadcast forwarding weight control is used to restrict a certain type of packets, so that the ratio of this type of packets is no greater

than the specified weight during broadcast forwarding.
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Working Principle

The broadcast forwarding weight control function classifies packets at first into unicast packets, multicast packets, broadcast packets,

unknown multicast packets, and unknown unicast packets.

®  Classify packets. Packets may be roughly classified into the following types: unicast packets, multicast packets, broadcast

packets, unknown multicast packets, and unknown unicast packets.
®  Allocate a token bucket to each type of packets, and record the number of packets permitted to pass at this moment.

®  According to the configured broadcast forwarding weights, calculate the number of packets permitted to pass within each

interval, and adjust the sizes of the token buckets accordingly.

® When a packet arrives, determine the type of the packet and check whether there is any token in the token bucket
corresponding to the packet type. If the token bucket contains a token, the packet is permitted to pass; otherwise, the packet is

discarded.

5.3.2 Broadcast Wireless Forwarding Control

The broadcast wireless forwarding control function is used to forward only partial packets that affect STAs to the wireless network, so

as to prevent useless broadcast packets from occupying substantial air interface resources.
Working Principle

Wireless networks differ from wired networks in performance. In a wireless network, air interface resources are shared by STAs and
APs which often becomes a bottleneck for STAs. Meanwhile, they are seized for a long time because broadcast packets are sent at

low rates.

In practice, some broadcast packets are useless for STAs. Forwarding these packets to the wireless network will result in fewer air

interface resources and worse user experience.

One solution is to classify broadcast packets for forwarding control. Only the packets of specified types are forwarded to the wireless

network.

5.4 Configuration

Description and Command

A Optional configuration. Set the weights of packet types for broadcast forwarding.

Broadcast Forwarding Weight

Control Configures the weights of packet types for
data-plane queue-weight

broadcast forwarding on the AP.

Configures the refresh interval of the broadcast
data-plane token
token bucket and bucket-based rate on the AP.

. . éj§ Optional configuration. Enable the broadcast wireless forwarding function.
Broadcast Wireless Forwarding

Control

Enables or disables the broadcast wireless
data-plane wireless-broadcast
forwarding control function on the AP.
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5.4.1 Configuring Broadcast Forwarding Weights

Networking Requirements

®  You can control the weight of a packet type for forwarding according to actual network conditions, so as to avoid network

congestion for sudden traffic spike.
Notes
® N/A

Configuration Steps

N  cConfiguring Broadcast Forwarding Weights

®  Optional configuration. Run the data-plane queue-weight command to configure the broadcast forwarding weights.

Command data-plane queue-weight unicast-packet-weight multicast-packet-weight broadcast-packet-weight
unknown-multicast-packet-weight unknown-unicast-packet-weight
Parameter unicast-packet-weight: sets the forwarding weight of unicast packets. The range is from 1 to 100. The default
Description weight is 16.
multicast-packet-weight: sets the forwarding weight of multicast packets. The range is from 1 to 50. The default
weight is 4.
broadcast-packet-weight: sets the forwarding weight of broadcast packets. The range is from 1 to 50. The default
weight is 2.
unknown-multicast-packet-weight: sets the forwarding weight of unknown multicast packets. The range is from 1
to 25. The default weight is 1.
unknown-unicast-packet-weight: sets the forwarding weight of unknown unicast packets. The range is from 1 to 25.

The default weight is 1.

Defaults Default weights are applied.
Command Mode Global configuration mode
Configuration N/A

Usage

AN Configuring Refresh Interval of Broadcast Token Bucket and Bucket-based Rate

®  Optional configuration. Run the show run command to display the configuration.

Command data-plane token token-interval token-base-rate

Parameter token-interval: Refresh interval of broadcast token bucket in 10ms. The default interval is 1. token-base-rate: Token
Description bucket-based rate. The default rate is 5 for the AP.

Defaults Default parameters are applied.

Command Mode Global configuration mode

Configuration Broadcast rate per second = Packet weight x (1s/Refresh Interval) x Token bucket-based rate

Usage

Verification

®  Run the show run command to display configuration information.
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Configuration Example

N/A
5.4.2 Configuring Broadcast Wireless Forwarding

Networking Requirements

®  Useless broadcast packets are not forwarded to the air interface.
Notes

® N/A

Configuration Steps

N  Broadcast Forwarding Function

® Optional configuration. By default, the broadcast wireless forwarding function is disabled. Run the data-plane

wireless-broadcast command in global configuration mode to enable or disable this function.

Command data-plane wireless-broadcast{ enable | disable }

Parameter enable: permits all broadcast packets to be forwarded to the air interface

Description disable: prohibits all broadcast packets from being forwarded to the air interface

Defaults The broadcast wireless forwarding function is disabled; that is, broadcast packets are not forwarded to the wireless
network.

Command Mode Global configuration mode

Configuration N/A

Usage

N verification

®  Run the show run command to display configuration information.
Configuration Example

N/A

Common Errors

N/A

5.5 Monitoring

® N/A
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6 Configuring WLOG
6.1 Overview

WLOG (WLAN Log) enables storing and viewing wireless network and STA status in a past period of time. By collecting and storing
the information of wireless network, AP and STA in the past 24 hours and then displaying the information through CLI commands,

WLOG allows users to analyze the wireless network status and troubleshoot problems.

WLOG is for collecting and storage information, but does not support automatic information analysis temporarily. The WLOG feature
is dedicated to enabling users, with provided information, to have a more accurate understanding of the wireless network and STA

status in the past 24 hours to analyze and troubleshoot problems.
Protocols and Standards

® NA

6.2 Applications
® NA

6.3 Features

Basic Concepts

N  The general information on the AP includes:
AP name

AP MAC address

AP IP address

AP uptime

Status of each wired port of the AP

—_

Input/output rate (bits/sec) in last 5 minutes

2. Statistics of input/output of unicast, broadcast, multicast and error frames
®  General information on each radio

1. Working channel

2. Transmit power (dBm, absolute value)

3. Number of associated online STAs

4, Number of online STAs which have passed Web authentication

5. Number of online STAs which have passed 802.1x authentication

6.  Intensity of the co-channel interference signal

7. Number of received error frames

8. Packet retransmission times

N  The general information on the STA includes:
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1. IP address
2. Signal strength
3. Access rate

4, Associated AP, radio and SSID

A STA's spatial information

® The STA's spatial information mainly includes the statistics of data frame and management frame of the STA, as well as the

statistics of each type of rate, as detailed below:

1. Number of data frames successfully transmitted (from the AP to the STA)/total traffic

2. Number of unresponsive data frames/total traffic

3. Number of management frames/total traffic

4,  Statistics of each type of frames with access rate (The access rate is divided into 8 grades for statistics)

Grade 0 1 2 3 4 5 6 7
Access Type (Mbps) 1/2 5.5/11 6/9 12/18 24/36 48/54 Reserved Reserved

5. Statistics of each type of frame with MIMO rate (The MIMO rate is divided into 8 grades for statistics)

Grade 0 1 2 3 4 5 6 7
MIMO Type mcs0 mcs2 mcs4 mcs6 mcs8 mcs10 mcs12 mcs14
mcs1 mcs3 mcs5 mcs7 mcs9 mcs11 mcs13 mcs15

The spatial information is mainly used to check whether the STA is in low-speed state, whether the proportion of the case in which
no ACK frame is transmitted is too high, and whether too many management frames are transmitted and received, so as to further
analyze and locate the network problems caused by low speed node, management frame attack, and poor condition. The STA's
spatial information varies in real time, and the current collection frequency is once every five minutes. The information is saved only

on the AP due to large data volume.

N AP Behavior Type

The AP behavior type includes going online, going offline and CAPWAP connection failure.

Features

| Feature _____ Descripton |
Enabling the WLOG You can enable the WLOG feature to automatically collect AP and STA information.
Feature

6.3.1 Enabling the WLOG Feature

After the WLOG feature is enabled, the AP automatically collects AP and STA information and records the information into memory,
enabling users, with provided information, to have a more accurate understanding of the wireless network and STA status in the past

24 hours and analyze and troubleshoot problems.
Working Principle

After the WLOG feature is enabled, the AP automatically collects AP and STA information and records the information into memory,

and receives online/offline advertisement of the AP and STA and records into memory for users to view.
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6.4 Configuration

Description and Command

A (Mandatory) It is used to enable the WLOG feature.

Enabling the WLOG Feature
wlan diag enable Enables the WLOG feature

6.4.1 Enabling the WLOG Feature

Configuration Effect
®  After the WLOG feature is enabled, the AP automatically records the AP and STA information.
Notes

®  Enabling the WLOG feature pre-allocates memory. If the memory is not sufficient, the WLOG feature cannot be enabled.

Disabling the WLOG feature frees all memory for information storage and pre-allocated memory.
Configuration Steps
N  Enabling the WLOG Feature

®  (Mandatory) Run the wlog diag enable command to enable the WLOG feature.
®  Enable the WLOG feature in global configuration mode of the AP device.

®  After the WLOG feature is enabled, information is collected and recorded into memory on a regular basis.

Command wlan diag enable

Parameter -

Description

Defaults By default, the WLOG feature is disabled on the AP device.
Command Global configuration mode

Mode

Usage Guide N/A
Verification

®  Run the show wlan diag sta command to check whether the STA information can be viewed on the AP.
Configuration Example

® N/A

Common Errors

® N/A
6.5 Monitoring

Displaying

Displays the STA information on the AP show wlan diag sta [ sta-mac sta-mac ] [ number number ]
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WLAN RF Configuration

1. Configuring RF Scheduling
2. Configuring Band Select

6&Fs
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1 Configuring RF Scheduling

1.1  Overview

” The radio frequency (RF) resources mentioned in this document include the RF of an Access Point (AP) as well as a wireless local
area network (WLAN) services.

RF scheduling can perform automatic management on the RF resources.

RF scheduling can be used to disable the RF of an AP or a WLAN in the specified time interval, realizing the following functions:

®  Reducing network traffic, saving network resources, and preventing waste or abuse of network resources

®  Reducing RF interference and saving energy

® Disabling access services in a certain period to reduce potential security risks

RF scheduling can be used in the scenarios where wireless access services are required in specific time cycles.

1.2  Applications

N/A

1.3 Features

Basic Concepts

AY| Scheduling Session

A scheduling session indicates a time interval for an RF resource. A simple scheduling session contains only one time interval in a
certain day; a complex scheduling session contains many duplicate time intervals in different dates. Currently, one scheduling

session supports eight different (or same) time intervals.

For example, you can specify scheduling sessions as follows: 12:00-14:00 and 18:00-8:00 from Monday to Friday; 8:00-12:00 and
17:00-8:00 from Saturday to Sunday.

Overview
| Feature ___ Description |
Configuring a Specifies a scheduling session.

Scheduling Session

Scheduling WLAN Applies a scheduling session to a WLAN to enable or disable the WLAN periodically.

1.3.1 Configuring a Scheduling Session

Specify a scheduling session.
Working Principle

Before using the scheduling function, a scheduling session needs to be created first to specify the time for RF scheduling. Then the

scheduling session can be applied to an AP RF interface or WLAN.

N  Configuring a Scheduling Session

First, you need to create a scheduling session and specify the time and cycle.
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For example, in the preceding example, if you want to provide wireless access services only in the daytime to teaching building, you
can first create a scheduling session to specify the cycle as every day, and the scheduling interval as a period at night, for example,
21:00 to 6:00. If you want to provide WLAN services to customers of a bank only in the business hours of workdays, you can create a
scheduling session to specify the cycle as workdays, and the scheduling time interval as off hours, for example, 18:00 to 9:00; and you

can create the other cycle as weekends, and the scheduling interval as all day.
1.3.2  Scheduling AP RF

Enable or disable AP RF periodically.
Working Principle

Before using the scheduling function, a scheduling session needs to be created first to specify the time for RF scheduling. Then you

can apply the scheduling session to an AP RF interface.

When the scheduling session starts or ends, the system sends a scheduling message. The processing logic of the scheduling message

will enable or disable the RF interface of an AP or the RF interfaces of an AP group where this scheduling session is applied.

A Applying a Scheduling Session on an RF Interface

After a scheduling session is created, it must be applied to the corresponding AP RF interface so that the scheduling can take effect.

N  Handling of a Scheduling Message

After a scheduling session is created and the cycle and interval are specified, the system will start the timer of the scheduling session,

and send a message after entering or exiting from this scheduling session. A scheduling message includes the following information:
®  Scheduling Session ID

®  Message type: the scheduling state, including entering and exiting from the scheduling session
1.3.3  Scheduling WLAN

Enable or disable a WLAN periodically.
Working Principle

Before using the scheduling function, a scheduling session needs to be created first to specify the time for WLAN scheduling. Then

the scheduling session can be applied to a WLAN.

When the scheduling session starts or ends, the system sends a scheduling message. In the handling of the scheduling message, the

processing logic will locate the WLAN where this scheduling session is applied to, and enable or disable the WLAN.

A  Applying a Scheduling Session on an RF Interface

After the scheduling session is created, it must be applied to the corresponding WLAN so that the scheduling can take effect.

You need to specify in WLAN configuration mode the scheduling Session ID for the WLAN.

N Handling of a Scheduling Message

After a scheduling session is created and the cycle and interval are specified, the system will start the timer of the scheduling session,

and send a message after entering or exiting from this scheduling session. A scheduling message includes the following information:

®  Scheduling Session ID
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® Message type: entering or exiting from the scheduling session

The handling of a scheduling message covers all WLANs. The system will first check the session to which the WLAN is applied. If the
scheduling Session ID to which the WLAN is applied is the same as that in the message, the message type will be checked. If in the

scheduling state, the WLAN will be disabled. Otherwise, the radio will be enabled.

1.4  Configuration

Description and Command

ég (Mandatory) It is used to create a scheduling session, specify the time interval, and apply the

scheduling session to an AP or AP group.

schedule session Creates a scheduling session.

Configuring AP RF Scheduling Specifies the time interval of a scheduling

schedule session time-range
session.
Applies the scheduling session to an AP or an

schedule session
AP group.

& (Mandatory) It is used to create a scheduling session and apply it to a WLAN.

schedule session Creates a scheduling session.

Configuring WLAN Scheduling Specifies the time interval of a scheduling

schedule session time-range
session.

schedule session Applies the scheduling session to a WLAN.

1.4.1 Configuring AP RF Scheduling

Configuration Effect

®  (reate a scheduling session, specify a scheduling interval, and applies this scheduling session to an AP or an AP group to

realize AP RF scheduling.
Configuration Steps

A creating a Scheduling Session

®  (Mandatory) In global configuration mode, run the schedule session sid command to create a scheduling session. sid indicates

Session ID, which can be set to a value ranging from 1 to 8 on a fat AP.

®  Ascheduling session must first be created before use.

Command schedule session sid

Parameter sid: Indicates Session ID. It can be set to a value ranging from 1 to 8 on a fat AP.
Description

Defaults By default, no scheduling session is created.

Command Global configuration mode

Mode

Usage Guide N/A

AY| Specifying the Time Interval for a Scheduling Session
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®  (Mandatory) Run schedule session sid time-range n period day] [ to day2 ] time hh1:mm1 to hh2:mm2 to specify the time

interval and cycle of a scheduling session.
®  session sid: Indicates Session ID. It can be set to a value ranging from 1 to 8 on a fat AP.
® time-range n: Indicates the number of a time interval, which ranges from 1 to 8.

®  period day1 [ to day2 I: Indicates the scheduling cycle, where day1 indicates the start date, and day2 indicates the end date,

which can be set to { sun | mon | tue | wed | thu | fri | sat }.
to day2: By default, this parameter indicates that the scheduling cycle is one day.

® time hh1:mm1 to hh2:mm2: Indicates the scheduling time period, and hh1:mm1 and hh2:mm2 indicate the start time and end

time respectively in the unit of hours (ranging from 0 to 23) and minutes (ranging from 0 to 59).

Command schedule session sid time-range n period day1 [ to day2 ] time hh1:mm1 to hh2:mm?2
Parameter sid: Indicates Session ID. It can be set to a value ranging from 1 to 8 on a fat AP.
Description n: Indicates the number of a time interval, which ranges from 1 to 8.

day1:Indicates the start date of the scheduling session cycle, which can be set to { sun | mon | tue | wed | thu | fri |
sat }.

to day2: day2 indicates the end date of the scheduling session cycle. By default, this parameter indicates that the
scheduling cycle is one day.

time hh1:mm1 to hh2:mm2: Indicates the scheduling time period, and hh1:mm1 and hh2:mm2 indicate the start

time and end time respectively in the unit of hours (ranging from 0 to 23) and minutes (ranging from 0 to 59).

Defaults No time period or cycle is configured by default.
Command Global configuration mode
Mode

Usage Guide N/A

N Applying a Scheduling Session

® Mandatory.

® In AP configuration mode, run the schedule session sid command to specify the Session ID for APs or a single AP

Command schedule session sid

Parameter sid: Indicates Session ID. It can be set to a value ranging from 1 to 8 on a fat AP.
Description

Defaults No scheduling session is applied on a single AP, an AP group, or all APs.
Command WLAN configuration mode or Interface configuration mode

Mode

Usage Guide N/A
Verification

®  Run show running-config to display configurations on RF scheduling.
®  Check whether scheduling is still performed for AP RF after a scheduling session expires.

Configuration Example

N/A
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Common Errors

®  No scheduling session is created.
®  Theinterval of the scheduling session is not properly configured.
®  The scheduling priorities on the AP are in conflict.

®  Scheduling is not applied to the target radio.
1.4.2  Configuring WLAN Scheduling

Configuration Effect

®  Create a scheduling session, specify a scheduling interval, and apply this scheduling session to a WLAN to realize WLAN

scheduling.

Configuration Steps

A creating a Scheduling Session

®  (Mandatory) In WLAN configuration mode, run the schedule session sid command to specify the scheduling Session ID of a
WLAN.

®  After a scheduling session is applied, if the message for the scheduling session is displayed, the specified WLAN interface will

automatically enter or exit from the scheduling state as specified by the massage type.

Command schedule session sid

Parameter session sid: Indicates Session ID. It can be set to a value ranging from 1 to 8 on a fat AP.
Description

Defaults No scheduling session is applied on a WLAN.

Command Global configuration mode

Mode

Usage Guide N/A

AY| Specifying the Time Interval for a Scheduling Session

® Mandatory.

Command schedule session sid time-range n period day1 [ to day2 ] time hh1:mm1 to hh2:mm?2
Parameter session sid: Indicates Session ID. It can be set to a value ranging from 1 to 8 on a fat AP.
Description time-range n: Indicates the number of a time interval, which ranges from 1 to 8.

period dayT: Indicates the start date of the scheduling session cycle, which can be set to { sun | mon | tue | wed |

thu | fri | sat }.

to day2: day2 indicates the end date of the scheduling session cycle. By default, this parameter indicates that the
scheduling cycle is one day.

time hh1:mm1 to hh2:mm2: Indicates the scheduling time period, and hh1:mm1 and hh2:mm?2 indicate the start

time and end time respectively in the unit of hours (ranging from 0 to 23) and minutes (ranging from 0 to 59).

Defaults By default, a scheduling session is not configured.
Command Global configuration mode
Mode

Usage Guide N/A
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A Applying a Scheduling Session

® Mandatory.

Command schedule session sid

Parameter session sid: Indicates Session ID. It can be set to a value ranging from 1 to 8 on a fat AP.
Description

Defaults No scheduling session is applied on a WLAN or radio.

Command WLAN configuration mode or Interface configuration mode

Mode

Usage Guide N/A
Verification

®  Run show running-config to display configurations on RF scheduling.

®  Check whether scheduling is still performed for a WLAN after a scheduling session expires.
Configuration Example

N/A

Common Errors

®  No scheduling session is created.

The interval of the scheduling session is not properly configured.

6&Fs




y
AP SERIES CONFIGURATION GUIDE 6 FS

2 Configuring Band Select
2.1 Overview

Band Select is a technology for optimizing access band distribution for STAs on a WLAN.

The Band Select function leads dual-band STAs to access the higher-capacity 5 GHz band to reduce the pressure on the 2.4 GHz band

and improve user experience.

The Band Select function is suitable for the following scenario: dual-band APs are used to provide coverage, and the two RF
interfaces of the APs operate at 2.4 GHz and 5 GHz respectively; meanwhile, a WLAN is mapped to the two RF interfaces of the APs

and provides access service at the two bands simultaneously.
Protocols and Standards

® [EEE802.11

2.2  Applications

N/A
2.3 Features

Basic Concepts

N |EEE802.11 Communication Band
IEEE802.11 comprises two communication bands:
® 2.4 GHz(2.4t02.4835 GHz), where 802.11b/g/n resides

® 5GHz(5.15t0 5.35 and 5.725 to 5.825 GHz), where 802.11a/n resides

With the popularization of WLANSs, there are more and more wireless users. Many users use dual-band wireless clients (STAs)
supporting both 2.4 GHz and 5 GHz. However, 802.11b/g is more widely applied than 802.11a. Many dual-band STAs use 2.4 GHz,
causing congestion of 2.4 GHz and waste of 5 GHz. Actually, the 5 GHz band has a greater access capacity. The 2.4 GHz band has up

to three non-overlapped channels, whereas the 5 GHz band provides more non-overlapped channels.

N  STA Scanning
There are two modes, namely, passive scanning and active scanning.

®  Passive scanning: An STA monitors beacon frames sent by nearby APs on all channels of all supported bands. The beacon

frames contain WLAN access information. The STA parses the information to learn about the WLANSs that are available nearby.

®  Active scanning: The STA broadcasts a Probe Request frame on all channels of all supported bands. After receiving the Probe
Request frame, the APs providing WLAN access service sends a Probe Response frame including some WLAN information to the

STA.
Generally, the STA summarizes the SSIDs of all discovered WLANs and provides an accessible WLAN list for users.
N pual-band STA

WLAN network interface cards (WNICs) used by STAs to connect to WLANSs are classified into a, b, g and n types, which indicate the
802.11 protocol types supported by the WNICs. 802.11a operates at 5 GHz, 802.11b/g at 2.4 GHz, and 802.11n at 5 GHz and 2.4 GHz.
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Therefore, if the specification of a WNIC includes both a and b/g, this WNIC supports both the two bands, namely, a dual-band STA. A
dual-band STA can access both the 5 GHz band and the 2.4 GHz band.

N  pual-band AP

A dual-band AP is able to access two bands. Therefore, a dual-band AP requires at least two RF interfaces, one for 5 GHz and the

other for 2.4 GHz.

A WLAN enabled with Band Select must be mapped to the two RF interfaces of the dual-band AP and provides access service at the

two bands.
Overview
| Feature _________ Descipton
Identifying STA Types The Band Select function identifies whether an STA is a dual-band STA.
Controlling the Active Scanning Process The Band Select function controls active scanning of the dual-band STA to prevent the
STA from discovering WLANSs of the 2.4 GHz band.
Rejecting Accessing the 2.4 GHz Band The Band Select function rejects the dual-band STA from accessing the 2.4 GHz band

and improves the chance of accessing the 5 GHz band.

2.3.1 Identifying STA Types

To lead a dual-band STA to access the 5 GHz band, you should first identify whether the STA is a dual-band STA; that is, identify the
band supported by the STA.

Working Principle

Active scanning is an approach for an STA to discover WLANs. When using active scanning, the STA sends a Probe Request frame on
each supported channel. If the channel information in the Probe Request frame sent by the STA can be obtained, the bands

supported by the STA can be identified.

For example, if an AP receives the Probe Request frame on channels 1-13, the AP learns that the STA supports the 2.4 GHz band. If the

AP receives the Probe Request frame on channels 149-165, the AP learns that the STA supports the 5 GHz band.
Since a single-band AP can receive the Probe Request frame only at one band, only a dual-band AP can correctly identify the STA

type. This is why the Band Select function requires a dual-band AP be used.

N  STA Classification Standards
A dual-band AP classifies STAs based on the following standards:

®  |f the AP can receive the Probe Request frame from an STA both at the 2.4 GHz band and the 5 GHz band, this STA is a
dual-band STA.

®  If the AP can receive the Probe Request frame from this STA only at the 5 GHz band, the AP learns that this STA is a 5 GHz STA.

®  If the AP can receive the Probe Request frame from this STA only at the 2.4 GHz band, the AP learns that this AP is a 2.4 GHz
STA.

The AP must wait for a period of time to verify that no Probe Request frame is received at the band; therefore, identifying a
single-band STA is time-consuming but does not affect the normal use by users. Among the three types of STAs, the first two types

are called the dual-band STAs in the Band Select function and the last type is called the inhibition STAs.
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/ \ It takes a period of waiting time (fixed to 2 seconds) to determine whether a Probe Request frame is sent at the 5 GHz band.
Due to different STA drivers, this time is not applicable to all dual-band STAs. Therefore, STA types may not be correctly

identified in the beginning. As long as dual-band STAs can send Probe Request frames at the 5 GHz band later, the correct STA

types can be identified.

A  STA Information Saving

The STA information identified by a dual-band AP must be saved to provide the basis for subsequent responding policies.

Since Probe Request frames sent by STAs are broadcast packets, an AP may receive many Probe Request frames generally. It is
unnecessary to save all the frames because some distant STAs may not access the AP. Therefore, the Band Select function saves only
the information of STAs that may have access. The selection criterion is the Received Signal Strength Indication (RSSI) of STAs. Only

those whose RSSI exceeds a threshold can access the AP, and only then does the identified information need to be saved.

A  STA Information Aging

Users can configure the bands supported by some STAs; therefore, STA type may change during use.

Take an 802.11a/g/n-supported WNIC for example. The WNIC works as a dual-band STA in the beginning. However, a user disables its
802.11a mode or the support for the 5 GHz channels. Then, the WNIC changes to a single-band 2.4 GHz STA.

In this case, an aging mechanism needs to be used for the identified STA information. After a period of time, the previously identified

STA information is discarded.
2.3.2  Controlling the Active Scanning Process

After identifying the bands supported by an STA, a dual-band AP can control the active scanning of the STA according to the STA
information. The purpose is to prevent a dual-band STA from discovering 2.4 GHz WLANs and thus lead the dual-band STA to access
the 5 GHz band.

Working Principle

During active scanning, the STA broadcasts a Probe Request frame. After receiving the Probe Request frame, an AP sends a Probe
Response frame immediately to inform the STA of the accessible WLANs on this AP. During active scanning of a dual-band STA, the
STA sends a Probe Request frame and waits for a Probe Response frame on the two bands. After the Band Select function is enabled,

the AP controls the active scanning and adopts different response approaches according to actual situations.

A Active Scanning Before the Band Select Function Identifies STA Types

If the Band Select function is enabled for a WLAN, the WLAN may have different responses to active scanning of an STA. Before STA

types are identified:
® The AP does not respond to Probe Request frames from the 2.4 GHz band.

® The AP responds to Probe Request frames from the 5 GHz band.

After receiving a Probe Request frame from the 2.4 GHz band, the AP cannot determine whether the STA supports the 5 GHz band.
To prevent the STA from discovering that the WLAN provides access service at the 2.4 GHz band, the AP responds after the

identification process ends.

If the AP receives a Probe Request frame from the 5 GHz band, it indicates that the STA supports the 5 GHz band. In this case, the AP

sends a Probe Response frame immediately to tell the STA that WLAN provides access service at the 5 GHz band.

N Active Scanning After the Band Select Function Identifies STA Types
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When the AP receives a Probe Request frame after identifying the STA type, the AP can find the source MAC address in the Probe

Request frame stored on the AP.

® Ifthe STAis a dual-band STA, the AP does not respond to a 2.4 GHz Probe Request; if the STA is an inhibition STA, the AP

responds negatively

® The AP responds to a 5 GHz Probe Request .

Not responding to a 2.4 GHz Probe Request sent by a dual-band STA can prevent the dual-band STA from discovering that a WLAN
provides access service at the 2.4 GHz band. In this way, the dual-band STA only discovers that the WLAN provides access service at

the 5 GHz band. The dual-band STA has to select the 5 GHz band for access.

The AP must responds to the 2.4 GHz Probe Request from an inhibition STA. Since an inhibition STA supports only the 2.4 GHz band,
the inhibition STA cannot identify a WLAN if the AP does not respond to the 2.4 GHz Probe Request. However, the response to an

inhibition STA is negative.

A 5 GHz Probe Request is sent only by a dual-band STA. Therefore, the AP must send a Probe Response immediately to tell the WLAN

to provide access service at the 5 GHz band.

A Negative Response to an Inhibition STA

The Band Select function always positively responds to 5 GHz Probe Requests, does not respond to 2.4 GHz Probe Requests sent by

dual-band STAs, and responds to Probe Requests from inhibition STAs negatively.

Figuratively speaking, a negative response is a discounted response. For example, when receiving multiple Probe Requests

consecutively, the AP sends only one Probe Response.
The negativity depends on two parameters: STA scanning cycle threshold and the probe count of the inhibition STA.

The STA scanning cycle refers to the time for scanning all supported channels during the active scanning of an STA. This time
depends on the driver of the STA and varies with STAs. The STA scanning cycle is a value configured by users, which is considered the
minimum STA scanning cycle. If the scanning cycle of an STA is smaller than this value, two consecutive scanning cycles may be

considered to be one by an AP. This parameter is useful when some STAs send multiple Probe Requests within one scanning cycle.

Example: Assume that an STA scans all channels every 150 milliseconds and sends two Probe Request frames consecutively on each
channel. If an AP does not specify the minimum scanning cycle of the STA, the AP cannot identify whether the STA sends two frames
within the same scanning cycle or sends the two frames in two consecutive scanning cycles. If the AP sets the minimum scanning
cycle of the STA to 200 milliseconds, the two frames are considered to be sent within the same scanning cycle because their interval
is shorter than 200 milliseconds. The probe count of the STA on the AP is 1. Since the specified minimum scanning cycle (200
milliseconds) and the actual scanning cycle (150 milliseconds) are different, the counts are also different. Assume that the STA
performs scanning for three consecutive cycles, the count on the AP will be 2 because the first two cycles are considered to be one.

However, this problem does not cause inconvenience to users.

The probe count of an STA reflects the negativity of the response. This parameter indicates that an AP sends one response after an
inhibition STA performs active scanning for multiple cycles. For example, if the default value is 2, the WLAN on the AP sends a Probe

Response frame after the STA performs scanning for two consecutive cycles.
2.3.3 Rejecting Accessing the 2.4 GHz Band

f\ The Band Select function controls only the active scanning of an STA, but cannot prevent the STA from discovering a 2.4 GHz
WLAN through passive scanning. Therefore, some dual-band STAs can still discover 2.4 GHz WLANs and attempt to access the
WLAN:Ss. In this case, the Band Select function may fail.
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The Band Select function can reject 2.4 GHz access requests from dual-band STAs to improve the chance for dual-band STAs

accessing the 5 GHz band.

L\ Rejecting a dual-band STA's 2.4 GHz access request helps facilitate the Band Select function; however, the Band Select function

cannot be 100% successful.
Working Principle

After an STA discovers a WLAN for a user to access the WLAN, the STA sends an Authentication Request to the AP at first. Then, the

AP sends an Authentication Response to permit or reject the STA's authentication request.

The Band Select function processes the Authentication Request. If the Authentication Request is sent by a dual-band STA at the 2.4
GHz band, the function can reject the Authentication Request until the dual-band STA sends an Authentication Request from the 5

GHz band. Thus, the STA is led to access the 5 GHz band.

Generally, when a dual-band STA searches for access, the STA sends one or more Authentication Requests at a band and waits for
responses. If the STA does not receive responses or fails in access, the STA sends Authentication Requests at the other band and
waits for responses. However, some dual-band STAs send Authentication Requests only at the 2.4 GHz. For high availability, you can

use the Band Select function to set the rejecting count for a dual-band STA.

Assume that a dual-band STA sends Authentication Requests for M times before changing the band, and the rejecting count is set to
N. If the dual-band STA attempts to access the 5 GHz band at first, the STA can access the 5 GHz band immediately. If the dual-band
STA attempts to access the 2.4 GHz band at first, the STA can access the 5 GHz band only if N is equal to or greater than M; otherwise,
the STA accesses the 2.4 GHz band. No matter which band a dual-band STA accesses, if the dual-band STA attempts to access the 2.4
GHz band at first, min (smaller one between M and N) Authentication Requests are rejected or ignored. As a result, the STA's access is
delayed. The delay time depends on the driver of the STA. For example, if the STA sends Authentication Requests at the interval of

100 milliseconds and four Authentication Requests are ignored, the access of the STA will be delayed for 400 milliseconds.

f\ When the Band Select function rejects the access request of a dual-band STA while another access control module such as load

balance accepts the access request, the STA will still gain access. This is because the Band Select function plays only the
"leading" role during STA access and has a low priority. When the Band Select function conflicts with other functions, the other

functions shall prevail.
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2.4  Configuration

Description and Command

A (Mandatory) It is used to enable the Band Select function for a WLAN.

band-select enable Enables the Band Select function.

ﬁ (Optional) It is used to set the parameters of the Band Select function.

Configures the minimum RSSI for the Band
band-select acceptable-rssi
Select function.

Configuring Band Select Configures the rejecting count for a dual-band
band-select access-denial
STA's 2.4 GHz access requests.
band-select age-out Configures the aging time of STA information.
Configures the probe count of an inhibition

STA.

band-select probe-count

Configures the scanning cycle threshold of an

STA

band-select scan-cycle

2.4.1 Configuring Band Select

Configuration Effect

®  Enable the Band Select function for a WLAN to lead dual-band STAs to access the 5 GHz band.
Notes

® N/A

Configuration Steps

N  Enabling the Band Select Function for a WLAN

® Mandatory.

®  If there is no special requirement, enable this function on a fat AP.

Command band-select enable

Parameter N/A

Description

Defaults The Band Select function is disabled.
Command WLAN configuration mode

Mode

Usage Guide N/A

A  configuring the Minimum RSSI for the Band Select Function

®  (Optional) It is configured when you want to adjust the coverage of the Band Select function.

® [f there is no special requirement, enable this function on a fat AP.
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® The higher the value, the smaller the coverage of the Band Select function; the lower the value, the larger the coverage of the
Band Select function. However, if the value exceeds a certain limit, the STA signals that gain access may be too weak, causing

the connection rate of the entire network to slow down.

Command band-select acceptable-rssi value

Parameter value: Specifies the minimum SSID for the Band Select function, ranging from -100 to -50 dBm.
Description

Defaults The default value is -80 dBm

Command Global configuration mode

Mode

Usage Guide N/A

AN Configuring the Rejecting Count for a Dual-Band STA's 2.4 GHz Access Requests

®  (Optional) It is configured when it is necessary to reject the 2.4 GHz access request of dual-band STAs. If many STAs fail in

access or it takes much time to access, configure this parameter to a smaller value or to 0.
®  If there is no special requirement, enable this function on a fat AP.

® The more the rejecting count is, the more difficult the dual-band STA accesses the 2.4 GHz band, and the later the STA accesses
the 2.4 GHz band. On the other hand, the less the rejecting count is, the easier the dual-band STA accesses the 2.4 GHz band,

and the sooner the STA accesses the 2.4 GHz band.

Command band-select access-denial value

Parameter value: Specifies the rejecting count for a dual-band STA's 2.4 GHz access requests, ranging from 0 to 10.
Description

Defaults The default value is 2

Command Global configuration mode

Mode

Usage Guide N/A

AY| Configuring the Aging Time of STA Information

®  (Optional) If no dual-band STAs change to single-band 2.4 GHz STAs, configure a longer aging time. Otherwise, configure a

shorter aging time. If it is uncertain, use the Defaults.
® [f there is no special requirement, enable this function or a fat AP.

® Thelonger the STA information aging time, the longer the lifecycle of STA information, and the less sensitive of an AP to STA's
band change. The shorter the STA information aging time, the shorter the lifecycle of STA information, and the more sensitive

of an AP to STA's band change.

Command band-select age-out { dual-band value | suppression value }

Parameter dual-band value: Specifies the aging time of dual-band STA information, ranging from 20 to 120 seconds.

Description suppression value: Specifies the aging time of inhibition STA information, ranging from 10 to 60 seconds.

Defaults The aging time of dual-band STA information is 60 seconds and the aging time of inhibition STA information is 20
seconds.

Command Global configuration mode

Mode

Usage Guide It is recommended that the aging time of dual-band STA information be set to twice or three times that of
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inhibition STA information.

N configuring the Probe Count of an Inhibition STA

® (Optional) If a single-band 2.4 GHz STA cannot discover a WLAN for a long time, this parameter should be set to a smaller value.
®  If there is no special requirement, enable this function on a fat AP.

®  The greater the probe count of an STA, the stronger inhibition the Band Select function performs on an inhibition STA, and the
more difficult the inhibition STA discovers a WLAN. On the other hand, the smaller the probe count of an STA, the weaker

inhibition the Band Select function performs on an inhibition STA, and the easier the inhibition STA discovers a WLAN.

Command band-select probe-count value

Parameter value: Specifies the probe count of an inhibition STA, ranging from 1 to 10.
Description

Defaults The default value is 2.

Command Global configuration mode

Mode

Usage Guide N/A

N  Configuring the Scanning Cycle Threshold of an STA

®  (Optional) If a single-band 2.4 GHz STA cannot discover a WLAN for a long time, this parameter should be set to a smaller value.

If it is uncertain, use the Defaults.

® [f there is no special requirement, enable this function on a fat AP.

®  The greater the scanning cycle threshold of an STA, the more slowly the probe count of the STA increases, and the more
difficult the STA discovers a WLAN. On the other hand, the smaller the scanning cycle threshold of the STA, the more quickly
the probe count of the STA increases, and the easier the STA discovers a WLAN.

Command band-select scan-cycle value

Parameter value: Specifies the scanning cycle threshold of an STA, ranging from 1 to 1000 milliseconds.
Description

Defaults The default value is 200 milliseconds.

Command Global configuration mode

Mode

Usage Guide N/A

Verification

®  Run the show band-select configuration command to display parameters of the Band Select function.
®  Run the show running-config command to check whether the Band Select function is enabled.

®  After a period of running, run the show band-select statistics command to check the statistics.

®  Check whether the Band Select function controls the active scanning process by capturing packets.

Configuration Example
N/A

Common Errors
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®  The parameters are improper.

® The Band Select function is not enabled.

® One of the two RF interfaces of a dual-band AP is disabled.

2.5 Monitoring

Displaying

Displays the configuration of the Band
Select function.
Displays the statistics of the Band

Select function.

Command
show band-select configuration

show band-select statistics

6&Fs
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WLAN Security Configuration

1. Configuring Robust Security Network Architecture
2. Configuring CPU Protection
3. Configuring NFPP

6&Fs
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1 Configuring Robust Security Network Architecture

1.1 Overview

The Robust Security Network Architecture (RSNA) function provides security mechanisms for WLANs.

A WLAN uses open media and public electromagnetic waves as a carrier to transmit data signals. Neither communication party is
connected with a cable. If transmission links are not properly protected through encryption, data transmission will be at great risk.

Therefore, security mechanisms are especially important in a WLAN.
To enhance the security, a WLAN should be provided with at least the authentication and encryption mechanisms:

®  Authentication mechanism: The authentication mechanism is used to authenticate users and allow only specified users

(authorized users) to use network resources.

®  Encryption mechanism: The encryption mechanism is used to encrypt data on wireless links to ensure that WLAN data can be

received and understood only by expected users.
Protocols and Standards

®  |EEE Standard for Information technology - Telecommunications and information exchange between systems - Local and

metropolitan area networks - Specific requirements -2007
®  WI-FI Protected Access — Enhanced Security Implementation Based On IEEE P802.11i Standard -Aug 2004

®  Information technology — Telecommunications and information exchange between systems—Local and metropolitan area
networks—Specific requirements — 802.11, 1999 |IEEE Standard for Local and metropolitan area networks “Port-Based Network

Access Control” 802.1X™ -2004

®  802.11i IEEE Standard for Information technology —~Telecommunications and information exchange between systems —Local

and metropolitan area networks — Specific requirements

1.2  Applications

WEP Encryption In a small WLAN that has a lower requirement for security; static WEP encryption can be
used to protect wireless data communication.

PSK Access Authentication For small and medium-sized enterprise networks or family users, access authentication
based on pre-shared keys can be used to enhance the security of WLANSs.

802.1X Access Authentication For a scenario that has a higher requirement for security or unified management,

port-based network access control can be used.

1.2.1 WEP Encryption

Scenario

In a small WLAN that has a lower requirement for security, WEP encryption can be used.

WEP encryption can use the open-system or shared-key link authentication mode. Their differences are as follows:

®  When open-system link authentication is used, WEP keys can be used only for data encryption. Even if inconsistent keys are
configured, users can go online; however, data transmitted after the users go online is discarded by the receiver due to key

inconsistency.
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®  When shared-key link authentication is used, WEP keys are used for link authentication and data encryption. If inconsistent

keys are configured, link authentication fails and the client cannot go online.
Figure 1-1 shows the scenario of static WEP encryption.

Figure 1-1
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Deployment

®  Configure WLAN on AP1 and AP2.

®  Configure WEP encryption on AP1 and AP2 in WLAN security configuration mode.

1.2.2 PSK Access Authentication
Scenario

Small and medium-sized enterprise networks or family users can use the WPA or WPA2 standard to enhance WLAN security. The
simplest method is to use the pre-shared key authentication (referred to as WPA-PSK and WPA2-PSK respectively). In this case, WPA is
similar to WEP, but users can achieve higher security through WPA and 802.11i, including more robust authentication and better

encryption algorithms.

In PSK authentication, the same pre-shared key should be configured for an STA and an AP to establish connection and

communication. No additional authentication server is required.
Figure 1-2 shows the scenario of PSK authentication.

Figure 1-2
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Deployment

®  Configure WLAN on AP1 and AP2.
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®  Configure PSK authentication on AP1 and AP2 in WLAN security configuration mode.

®  Use this authentication with Web authentication to support Web authentication and charging.

1.2.3 802.1X Access Authentication
Scenario

In a scenario that has a higher requirement for security, 802.1X authentication can be used.

802.1X is a port-based network access control protocol. This authentication mode is used to authenticate and control STAs at the
port level. STAs connected to the ports can access a WLAN if they pass the authentication; otherwise, the STAs fail to access the

WLAN.

Authentication client software needs to be installed on terminals to perform 802.1X authentication. However, in some cases, some
devices cannot be installed with the software, for example, wireless printers. For the sake of network management and security,
although these terminals have no 802.1X authentication client software, administrators need to control the access of these terminals.

MAC Authentication Bypass (MAB) provides a solution for this application.

After the MAB function is deployed for a WLAN, a wireless device can automatically probe the MAC address of a connected terminal

and uses the MAC address to initiate a request to the authentication server.
Figure 1-3 shows the scenario of 802.1X authentication.

Figure 1-3
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Deployment

®  Configure WLAN on AP1 and AP2.

®  Configure authentication server on AP1 and AP2.

®  Configure 802.1X authentication on AP1 and AP2 in WLAN security configuration mode.

1.3 Features
Basic Concepts
N wpA

Wi-Fi Protected Access (WPA) is a wireless security draft defined by the Wi-Fi Alliance. The IEEE802.11i standard is compatible with
this draft.
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N RSN

The IEEE802.11i standard defines the concept of Robust Security Network (RSN): and makes many improvements against various

defects of the WEP encryption mechanism. The functions are equal to WPA2 launched by the Wi-Fi Alliance.

N TKIP

The Temporal Key Integrity Protocol (TKIP) is an enhancement on WEP security. TKIP provides key mixing, message integrity check

and key mechanism re-generation for each packet, thus eliminating hidden risks of WEP.

N AES

Advanced Encryption Standard (AES) is a new encryption standard published by the National Institute of Standards and Technology
(NIST) of the United States. On October 2, 2000, the Rijndael algorithm designed by Joan Daemen and Vincent Rijmen from Belgium

won with its excellent performance and anti-attack capabilities, and became the new-generation encryption standard AES.

N cemp

Counter CBC-MAC Protocol (CCMP) uses AES, which is safer than TKIP.

N AKM

Authentication and Key Management (AKM) is an access authentication mode for users to access a WLAN.

Overview
| Feature ___ Description .|
Link Verification Verify the security of a wireless link before an STA associates with a WLAN.
Access Authentication Perform authentication for an STA that accesses a WLAN.
Wireless Data Encryption Implement security protection for communication data of an STA that accesses a WLAN.

1.3.1 Link Verification

Link verification refers to 802.11 authentication, which is a low-level authentication mechanism. Link verification is performed when
an STA associates with an AP over 802.11, which is earlier than access authentication. Before accessing a WLAN, the STA must be
authenticated over 802.11. 802.11 authentication marks the beginning of the handshake process when an STA accesses a WLAN and

the first step for network connection.

The IEEE 802.11 standard defines two approaches to link authentication:
®  Open-system link authentication

®  Shared-key link authentication

Working Principle

AY| Open-System Link Authentication

Open-system link authentication allows all users to access a WLAN. In this sense, no data protection is provided, which means that no
authentication is performed. In other words, if the authentication mode is set to open-system authentication, all STAs that request

authentication can pass the authentication.

Open-system link authentication comprises two steps:

920
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Step 1: An STA requests authentication. The STA sends an authentication request that contains the ID (usually the MAC address) of
the STA.

Step 2: An AP returns the authentication result. The AP sends an authentication response that contains information indicating

whether the authentication succeeds or fails. If the authentication succeeds, the STA and AP pass the bidirectional authentication.

Figure 1-4

1. Authentication Request

&
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2.Authentication Response

N shared-key Link Authentication

Shared-key link authentication is another authentication mechanism in addition to the open-system link authentication. Shared-key
link authentication requires that the same shared key be configured for an STA and an AP. The shared-key link authentication can be

configured only in static WEP encryption whereas the open-system link authentication is available in all the other modes.
The process of shared-key link authentication is as follows:

Step 1: An STA sends an authentication request to an AP.

Step 2: The AP generates a Challenge packet (a string) at random and sends the packet to the STA.

Step 3: The STA copies the received string to a new message, encrypts the message with a key and then sends the encrypted

message to the AP.

Step 4: After receiving the message, the AP decrypts the message with the key, and then compares the decrypted string with the
string sent to the STA. If the two strings are the same, it indicates that the STA has the same shared key as that on the AP and the

shared-key authentication succeeds; otherwise, the shared-key authentication fails.

Figure 1-5
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1.3.2 Access Authentication

Access authentication is a solution that enhances WLAN security.

After an STA is associated with an AP, whether the STA can use the service provided by the AP depends on the result of access
authentication. If the STA passes the authentication, the AP enables the logical port for the STA; otherwise, the STA is not allowed to

access the WLAN.
The IEEE 802.11 standard defines two access authentication approaches:

[ ] PSK access authentication
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o 802.1X access authentication

Working Principle

N PSK Access Authentication

Pre-shared Key (PSK) is an 802.11i authentication mode, which performs authentication with pre-defined static keys. This
authentication approach requires that an STA and an AP be configured with the same pre-shared key. If their keys are the same, the

PSK access authentication succeeds; otherwise, the PSK access authentication fails.

N 802.1X Access Authentication

802.1X is a port-based network access control protocol. This authentication approach is used to authenticate and control the STAs at
the port level. STAs connected to the ports can access resources in a WLAN if they pass the authentication; otherwise, the STAs

cannot access resources in the WLAN.

A WLAN system with the 802.1X authentication function must provide the following elements to implement port-based

authentication and authorization:

®  Authentication client

Authentication client is generally installed on the STA. When the user wants to access the network, he activates the client program

and enters the user name and password. Then, the client program sends a connection request.

®  Authenticator

An authenticator means an AP or a communication device functioning as an AP. It is responsible for uploading and pushing user

authentication information and enables or disables a port based on the authentication result.

®  Authentication server

The authentication server checks whether a user has the right to use the services provided by the network system based on his
identification information (user name and password), and enables or disables a port to the authentication system based on the

authentication result.

MAB authentication uses a MAC address as the username to initiate a request to the authentication server. Therefore, it is not

necessary for the terminal to install the client.

1.3.3 Wireless Data Encryption

Compared with a wired network, a wireless network is prone to greater security risks. Within an area, all WLAN devices share the

same transmission medium and any device can receive data from all the other devices. This feature poses threat to WLAN data.
The IEEE 802.11i protocol defines the following encryption algorithms:

®  WEP encryption

®  TKIP encryption

®  AES encryption

Working Principle

N WEP Encryption
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Wired Equivalent Privacy (WEP) is a data encryption mode specified in the original IEEE 802.11 standard, and is the basis for WLAN
security authentication and encryption. WEP is used to promote the privacy of data exchanged between authorized users in a WLAN

and prevent the data from being stolen.

WEP uses the RC4 algorithm to promote data privacy and implements authentication by using a shared key. WEP does not specify a
key management scheme. Generally, keys are configured and maintained manually. WEP that does not provide a key distribution

mechanism is called manual WEP or static WEP.

A WEP encrypted key may contain 64 bits or 128 bits. The 24-bit Initialization Vector (IV) is generated by the system. Therefore, a
shared key to be configured on an AP and an STA consists of only 40 bits or 104 bits. In practice, the 104-bit WEP keys are widely used
to replace the 40-bit WEP keys. WEP using 104-bit keys are called WEP-104. Although WEP-104 increases the security of WEP
encryption, WEP encryption is prone to security risks due to limitations of the RC encryption algorithm and statically configured keys.

WEP encryption cannot ensure the confidentiality and integrity of data or access authentication.

N TKIP Encryption

Temporal Key Integrity Protocol (TKIP) is a temporary makeshift solution created by the IEEE 802.11 organization for fixing the WEP
encryption mechanism. Like WEP encryption, TKIP encryption also uses the RC4 algorithm. But compared with WEP encryption, TKIP

encryption can provide much safer protection for WLAN services in the following aspects:

A static WEP key is manually configured and all users within the same service area share the same key. A TKIP key is generated

through dynamic negotiation, and each packet has a unique key.

- TKIP increases the key length from 40 bits to 128 bits, and the IV length from 24 bits to 48 bits, thus improving the security of WEP

encryption.

- TKIP supports Message Integrity Check (MIC) and the replay prevention function.

N AEs Encryption

The Counter mode with CBC-MAC Protocol (AES-CCMP) is the most advanced wireless security protocol oriented to the public.

The |IEEE 802.11i standard requires that CCMP be used to provide four security services, namely, authentication, confidentiality,
integrity, and replay prevention. CCMP uses the 128-bit Advanced Encryption Standard (AES) to implement confidentiality and uses
the CBC-MAC to ensure data integrity and authentication.

As a new advanced encryption standard, AES uses the symmetrical block encryption technology to provide better encryption
performance than the RC4 algorithm in WEP/TKIP. It is the new-generation encryption technology that replaces WEP and brings

more powerful security protection for WLANSs.

1.4 Configuration

Description and Command

éix (Mandatory) It is used to enable static WEP encryption.

security static-wep-key encryption Enables static WEP for a WLAN and configures a

static WEP key.
Configuring Static WEP

ﬁ (Optional) It is used to configure the link authentication mode.

security static-wep-key authentication Configures the link authentication mode of static

WEP.

Configuring WPA é& (Mandatory) It is used to enable WPA authentication.
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Authentication

Configuring RSN

Authentication

Configuring MAB

Authentication

Configuring Authentication

Parameters

Description and Command
security wpa Configures WPA authentication.

security wpa ciphers Configures the encryption mode of WPA
authentication.
security wpa akm Configures the access authentication mode for

WPA authentication.

é (Optional) Itis used to configure a shared key for WPA PSK authentication.

security wpa akm psk set-key Configures a shared key for WPA PSK

authentication.

A (Mandatory) It is used to enable RSN authentication.

security rsn Configures RSN authentication.

security rsn ciphers Configures the encryption mode for RSN
authentication.

security rsn akm Configures the access authentication mode for

RSN authentication.

& (Optional) Itis used to configure a shared key for RSN PSK authentication.

security rsn akm psk set-key Configures a shared key for RSN PSK

authentication.

é§ (Optional) It is used to configure MAB authentication.

dot1x-mab Enables MAB authentication.

& (Optional) Itis used to configure key interaction parameters and the jitter prevention time in

Web authentication.

authtimeout forbidcount Configures the association forbidding count after
four-way handshake key interaction fails.

authtimeout forbidtime Configures the association forbidding interval
after four-way handshake key interaction fails.

authtimeout groupcount Configures the multicast key negotiation packet
re-transmission count.

authtimeout grouptime Configures the timeout duration of multicast key
negotiation packets.

authtimeout paircount Configures the uncast key negotiation packet
re-transmission count.

authtimeout pairtime Configures the timeout duration of unicast key
negotiation packets.

webauth prevent-jitter Configures the jitter prevention time of Web

authentication.

1.4.1 Configuring Static WEP

Configuration Effect

®  Enable static WEP encryption and provide WEP encryption protection for WLAN data.
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®  Configure the link authentication mode.
Notes
®  The link authentication mode must be configured after static WEP encryption is enabled.

® In the security mode of a WLAN, static WEP encryption cannot be configured together with other authentication encryption.

®  Only one WLAN can be configured with static WEP encryption
Configuration Steps
N  Enabling Static WEP

® Mandatory.

®  Enable static WEP encryption in WLAN security configuration mode on the AP.

Command security static-wep-key encryption key-length { ascii | hex } key-index key
Parameter key-length: Specifies the key length, which can be 40 bits or 104 bits.
Description ascii: Specifies that the WEP key is ASCII code.

hex: Specifies that the WEP key is hexadecimal code.
key-index: Specifies the key index, ranging from 1 to 4.

Key: Specifies key data.

Defaults Static WEP is disabled by default.

Command WLAN security configuration mode

Mode

Usage Guide This command is used to configure a static WEP key and enable static WEP.

This command can be configured repeatedly, but only the last configuration takes effect.

The key length must be the same as the key-length parameter in the command.

N  cConfiguring the Link Authentication Mode

®  (Optional) The default link authentication mode is open-system link authentication. This command can be used to configure

shared-key link authentication.
®  Enable static WEP encryption in security configuration mode on the AP.

®  The link authentication mode can be configured only after static WEP encryption is enabled. After configuring the sharedkey
link authentication mode, set the link authentication mode to shared key link authentication on the STA; otherwise, the STA

cannot access the WLAN.

Command security static-wep-key authentication { open | share-key }

Parameter open: Configures open-system link authentication.

Description share-key: Configures shared key link authentication.

Defaults An STA accesses a WLAN by using open-system link authentication by default.
Command WLAN security configuration mode

Mode

Usage Guide Configure the link authentication mode after configuring a static WEP key.

The link authentication mode cannot be configured for other security configuration modes than static WEP.
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Verification

Run the show running-config | begin wlansec wian_id command to check whether the configuration takes effect.

Configuration Example

N  Configuring Static WEP Encryption and Using Shared-Key Link Authentication for WLAN 1

Scenario

Figure 1-6

Configuration

Steps

AP

Verification

AP

Common Errors
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In Fat AP mode, configure WLAN 1 on AP1 and AP2, and configure the security policies 1 as follows:

1. Enable static WEP encryption.

2. Configure shared-key link authentication.

®  Access the security configuration mode of WLAN 1.
®  Enable static WEP encryption and configure a WEP key.

®  Set the link authentication mode to shared-key link authentication.
FS(config)#wlansec 1
FS(config-wlansec)#security static-wep-key encryption 40 ascii 1 12345

FS(config-wlansec)#security static-wep-key authentication share-key

& Fs

Run the show running-config | begin wlansec wian_id command to check whether the configuration takes

effect.
FS#show running-config | begin wlansec 1
wlansec 1
security static-wep-key encryption 40 ascii 1 12345

security static-wep-key authentication share-key

®  The configured key length is inconsistent with the specified key length.

®  Static WEP is configured for multiple WLANSs.

®  The link authentication mode is configured before static WEP is enabled.
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1.4.2 Configuring WPA Authentication
Configuration Effect

®  Enable WPA authentication for a WLAN.

®  Specify the access authentication mode and encryption mode in WPA authentication.

Notes

®  When WPA authentication is used, the encryption mode and access authentication mode must also be configured.

® If the access authentication mode is set to PSK, a PSK key must be configured.

®  In the security mode of a WLAN, WPA authentication cannot be configured with WEP authentication.
Configuration Steps
N  configuring WPA Authentication

® Mandatory.

®  Enable WPA authentication in WLAN security configuration mode on the AP.

Command security wpa { enable | disable }

Parameter enable: Enables WPA authentication.

Description disable: Disables WPA authentication.

Defaults WPA authentication is disabled by default.

Command WLAN security configuration mode

Mode

Usage Guide The encryption mode and access authentication mode can be configured in WPA authentication only after WPA

authentication is enabled; otherwise, the configuration does not take effect.

When WPA authentication is used, the encryption mode and access authentication mode must also be configured.

If either the encryption mode or the access authentication mode is configured or neither of them is configured,

STAs cannot access a WLAN.

A  configuring the Encryption Mode of WPA Authentication

® Mandatory.

® [tis configured in WLAN security configuration mode on the AP.

® The encryption mode of WPA authentication can be configured only after WPA authentication is enabled. The AES and TKIP

encryption modes can be enabled at the same time in WLAN security configuration mode. After an encryption mode is

configured for a WLAN, communication data between an STA and the WLAN is protected by the corresponding encryption

mode.
Command security wpa ciphers { aes | tkip } { enable | disable }
Parameter aes: Configures the AES encryption mode.
Description tkip: Configures the TKIP encryption mode.
enable: Enables the encryption mode of WPA authentication.
disable: Disables the encryption mode of WPA authentication.
Defaults No encryption mode is configured by default.

Command WLAN security configuration mode
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Mode
Usage Guide This command is used to enable an encryption mode of WPA authentication, which can be AES or TKIP.

The AES and TKIP encryption modes can be enabled at the same time in WLAN security configuration mode.

N  cConfiguring the Access Authentication Mode of WPA authentication

® Mandatory.
® |tis configured in WLAN security configuration mode on the AP.

® The access authentication mode can be configured only after WPA authentication is enabled. Only one access authentication
mode can be enabled for a WLAN in security configuration mode. An STA can access a WLAN that is enabled with access

authentication only after passing the access authentication.

Command security wpa akm { psk | 802.1x } { enable | disable }
Parameter psk: Sets the access authentication mode to pre-shared key authentication.
Description 802.1x: Sets the access authentication mode to 802.1X authentication.

enable: Enables the access authentication mode of WPA authentication.

disable: Disables the access authentication mode of WPA authentication.

Defaults No access authentication mode is configured by default.
Command WLAN security configuration mode

Mode

Usage Guide

The access authentication mode can be configured only after WPA authentication is enabled.
Only one access authentication mode can be enabled for a WLAN in security configuration mode.
N  cConfiguring a Shared Key for WPA Authentication

®  (Optional) It must be configured when WPA PSK authentication is enabled.

® |tis configured in WLAN security configuration mode on the AP.

Command security wpa akm psk set-key { ascii ascii-key | hex hex-key }
Parameter ascii: Specifies that the PSK key is ASCII code.
Description ascii-key: Specifies a key in the ASCII format, consisting of 8 to 63 ASCII characters.

hex: Specifies that the PSK key is hexadecimal code.

hex-key: Specifies a key in the hexadecimal format, consisting of 64 characters.

Defaults N/A
Command WLAN security configuration mode
Mode

Usage Guide This shared key takes effect only when PSK authentication is enabled.
A key in the ASCII format consists of 8 to 63 characters.

A key in the hexadecimal format consists of 64 characters.
Verification
Run the show running-config | begin wlansec wian_id command to check whether the configuration takes effect.

Configuration Example

AN Configuring WPA PSK Authentication, AES Encryption and Key 12345678 for WLAN 1
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Scenario
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In Fat AP mode , configure the security policies of WLAN 1 on AP1 and AP2 as follows:
1. Configure WPA PSK authentication.
2. Configure the AES encryption mode.
3. Configure the shared key 12345678.

Configuration ®  Access security configuration mode of WLAN 1.
Steps ® Enable WPA authentication.
® Configure the AES encryption mode for WPA authentication.
® Configure the PSK access authentication mode for WPA authentication.
® Configure the PSK key 12345678.
AP FS(config)#wlansec 1
FS(config-wlansec)#security wpa enable
FS(config-wlansec)#security wpa ciphers aes enable
FS(config-wlansec)#security wpa akm psk enable
FS(config-wlansec)#security wpa akm psk set-key ascii 12345678
Verification Run the show running-config | begin wlansec wian_id command to check whether the configuration takes
effect.
AP

FS#show running-config | begin wlansec 1
wlansec 1

security wpa enable

security wpa ciphers aes enable

security wpa akm psk enable

security wpa akm psk set-key ascii 12345678

Common Errors

® The WLAN has been enabled with other encryption and authentication modes (such as WEP).
® A WPA encryption mode is configured before WPA authentication is enabled in WLAN security configuration mode.

®  Anaccess authentication mode is configured before WPA authentication is enabled in WLAN security configuration mode.
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® If an access authentication mode is enabled in WLAN security configuration mode, no other access authentication mode can be

configured.
® A WPAPSKkey is configured before WPA authentication is enabled.
® The ASCIl key consists of less than 8 characters or more than 63 characters.

®  The hexadecimal key does not consist of 64 characters.

1.4.3 Configuring RSN Authentication

Configuration Effect

®  Enable RSN authentication for a WLAN.

®  Specify the access authentication mode and encryption mode in RSN authentication.

Notes

®  When RSN authentication is used, the encryption mode and access authentication mode must also be configured.

® If the access authentication mode is set to PSK, a PSK key must be configured.

®  Inthe security mode of a WLAN, RSN authentication cannot be configured with WEP authentication.
Configuration Steps
N  configuring RSN Authentication

® Mandatory.

®  Enable RSN authentication in WLAN security configuration mode on the AP.

Command security rsn { enable | disable }

Parameter enable: Enables RSN authentication.

Description disable: Disables RSN authentication.

Defaults RSN authentication is disabled by default.

Command WLAN security configuration mode

Mode

Usage Guide The encryption mode and access authentication mode can be configured in RSN authentication only after RSN

authentication is enabled; otherwise, the configuration does not take effect.
When RSN authentication is used, the encryption mode and access authentication mode must also be configured.
If either the encryption mode or the access authentication mode is configured or neither of them is configured,

STAs cannot access a WLAN.

N  configuring the Encryption Mode for RSN Authentication

® Mandatory.
® Itis configured in WLAN security configuration mode on the AP.

® The encryption mode in RSN authentication can be configured only after RSN authentication is enabled. The AES and TKIP
encryption modes can be enabled at the same time in WLAN security configuration mode. After an encryption mode is
configured for a WLAN, communication data between an STA and the WLAN is protected by the corresponding encryption

mode.
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Command security rsn ciphers { aes | tkip } { enable | disable }
Parameter aes: Configures the AES encryption mode.
Description tkip: Configures the TKIP encryption mode.

enable: Enables the encryption mode for RSN authentication.

disable: Disables the encryption mode for RSN authentication.

Defaults No encryption mode is configured by default.
Command WLAN security configuration mode

Mode

Usage Guide

This command is used to enable an encryption mode for RSN authentication, which can be AES or TKIP.

The AES and TKIP encryption modes can be enabled at the same time in WLAN security configuration mode.

AN Configuring the Access Authentication Mode for RSN Authentication

® Mandatory.

® Itis configured in WLAN security configuration mode on the AP.

®  The access authentication mode in RSN authentication can be configured only after RSN authentication is enabled. Only one

access authentication mode can be enabled for a WLAN in security configuration mode. An STA can access a WLAN that is

enabled with access authentication only after passing the access authentication.

Command security rsn akm { psk | 802.1x } { enable | disable }
Parameter psk: Sets the access authentication mode to pre-shared key authentication.
Description 802.1x: Sets the access authentication mode to 802.1X authentication.

enable: Enables the access authentication mode for RSN authentication.

disable: Disables the access authentication mode for RSN authentication.

Defaults No access authentication mode is configured by default.
Command WLAN security configuration mode

Mode

Usage Guide

The access authentication mode can be configured only after RSN authentication is enabled.
Only one access authentication mode can be enabled for a WLAN in security configuration mode.
AY| Configuring a Shared Key for RSN Authentication

®  (Optional) It must be configured when RSN PSK authentication is enabled.

® Itis configured in WLAN security configuration mode on the AP.

Command security rsn akm psk set-key { ascii ascii-key | hex hex-key }
Parameter ascii: Specifies that the PSK key is ASCII code.
Description ascii-key: Specifies a key in the ASCII format, consisting of 8 to 63 ASCII characters.

hex: Specifies that the PSK key is hexadecimal code.

hex-key: Specifies a key in the hexadecimal format, consisting of 64 characters.

Defaults N/A
Command WLAN security configuration mode
Mode

Usage Guide This shared key takes effect only when PSK authentication is enabled.

A key in the ASCII format consists of 8 to 63 characters.
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A key in the hexadecimal format consists of 64 characters.
Verification
Run the show running-config | begin wlansec wian_id command to check whether the configuration takes effect.
Configuration Example
A configuring RSN PSK Authentication, AES Encryption and Key 12345678 for WLAN 1

Scenario

Figure 1-8

AC(PSK

L2/L3 Network Authentication)

In Fat AP mode, configure the security policies of WLAN 1 on AP1 and AP2 as follows:
1. Configure RSN PSK authentication.

2. Configure the AES encryption mode.

3. Configure the shared key to 12345678.

Configuration ®  Access security configuration mode of WLAN 1.
Steps ®  Enable RSN authentication.
®  Configure the AES encryption mode for RSN authentication.
®  Configure the PSK access authentication mode for RSN authentication.
®  Configure the PSK key 12345678.
AP FS(config)#wlansec 1
FS(config-wlansec)#security rsn enable
FS(config-wlansec)#security rsn ciphers aes enable
FS(config-wlansec)#security rsn akm psk enable
FS(config-wlansec)#security rsn akm psk set-key ascii 12345678
Verification Run the show running-config | begin wlansec wian_id command to check whether the configuration takes
effect.
AP

FS#show running-config | begin wlansec 1
wlansec 1

security rsn enable

security rsn ciphers aes enable

security rsn akm psk enable
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security rsn akm psk set-key ascii 12345678

Common Errors

The WLAN has been enabled with other encryption and authentication modes (such as WEP).
An RSN encryption mode is configured before RSN authentication is enabled in WLAN security configuration mode.

An access authentication mode is configured before RSN authentication is enabled in WLAN security configuration mode.

If an access authentication mode is enabled in WLAN security configuration mode, no other access authentication mode can be

configured.

An RSN PSK key is configured before RSN authentication is enabled.
®  The ASCll key consists of less than 8 characters or more than 63 characters.

®  The hexadecimal key does not consist of 64 characters.

1.4.4 Configuring MAB Authentication
Configuration Effect

®  Enable MAB authentication for a WLAN.
Notes

®  In security mode of a WLAN, MAB authentication cannot be configured together with 802.1X access authentication or WEP

authentication, but can be configured together with PSK authentication.
Configuration Steps

N  configuring MAB Authentication

® Mandatory.
®  Enable MAB authentication in WLAN security configuration mode on the AP.

@®  Run the dot1x-mab command to enable MAB authentication or run the no dot1x-mab command to disable MAB

authentication.

®  MAB authentication can be configured independently, without RSN or WPA authentication enabled. MAB authentication can

be used together with PSK access authentication, but cannot be used together with 802.1X access authentication.

Command dot1x-mab

Parameter no: Disables MAB authentication.

Description

Defaults MAB authentication is not configured by default.

Command WLAN security configuration mode

Mode

Usage Guide This command is used to enable MAB authentication. MAB authentication can be used together with PSK access

authentication, but cannot be used together with 802.1X access authentication.
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Verification
Run the show running-config | begin wlansec wian_id command to check whether the configuration takes effect.

Configuration Example

N  configuring MAB Authentication for WLAN 1

Scenario L2/3 Metwork
Figure 1-9 - Y
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In Fat AP mode, configure the security policies of WLAN 1 on AP1 and AP2 as follows:

1. Configure MAB authentication.

Configuration ®  Access the security configuration mode of WLAN 1.
Steps ® Enable MAB authentication.

AP FS(config)#wlansec 1

FS(config-wlansec)#dot1x-mab

Verification Run the show running-config | begin wlansec wian_id command to check whether the configuration takes
effect.
AP . . .
FS#show running-config | begin wlansec 1
wlansec 1
dot1x-mab

Common Errors

® The WLAN has been enabled with other encryption and authentication modes (such as WEP).

® If 802.1X access authentication is enabled in WLAN security configuration mode, MAB authentication cannot be configured.

1.4.5 Configuring Authentication Parameters

Configuration Effect

®  Configure key interaction parameters.

®  Configure the jitter prevention time in Web authentication.
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Notes

®  Key interaction parameters take effect only in PSK or 802.1X authentication.

® Thejitter prevention time in Web authentication can be configured only after Web authentication is enabled.

Configuration Steps

A Configuring Key Interaction Parameters

®  Optional. Generally, it is unnecessary to configure key interaction parameters. It is recommended to set the packet

re-transmission count and timeout duration to great values for a poor WLAN environment.

® Itis configured in WLAN security configuration mode on the AP.

Command

Parameter

Description

Defaults

Command
Mode

Usage Guide

authtimeout { forbidcount count | forbidtime time | groupcount count | grouptime timeout | paircount count |
pairtime timeout }

forbidcount count: Configures the association forbidding count after four-way handshake key interaction fails.
forbidtime time: Configures the association forbidding interval after four-way handshake key interaction fails.
groupcount count: Configures the multicast key negotiation packet re-transmission count.

grouptime timeout: Configures the timeout duration of multicast key negotiation packets.

paircount count: Configures the unicast key negotiation packet re-transmission count.

pairtime timeout: Configures the timeout duration of unicast key negotiation packets.

The association is not forbidden after four-way handshake key interaction fails.

The default multicast key negotiation packet re-transmission count is 4.

The default timeout duration of multicast key negotiation packets is 1200 ms.

The default unicast key negotiation packet re-transmission count is 4.

The default timeout duration of unicast key negotiation packets is 1200 ms.

WLAN security configuration mode

Key interaction parameters take effect only in PSK or 802.1X authentication.

AN Configuring the Jitter Prevention Time of Web Authentication

®  Optional. The default jitter prevention time of Web authentication is 300 seconds. Users can configure the jitter prevention

time based on actual requirements or disable the jitter prevention of Web authentication by setting the time to 0 seconds.

® Itis configured in WLAN security configuration mode on the AP.

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

Verification

webauth prevent-jitter timeout

timeout: Configures the jitter prevention time of Web authentication, ranging from 0 to 86400 seconds (the jitter
prevention of Web authentication is disabled when this parameter is set to 0).

The default jitter prevention time of Web authentication is 300 seconds.

WLAN security configuration mode

The jitter prevention time of Web authentication can be configured only after Web authentication is enabled.

Run the show running-config | begin wlansec wian_id command to check whether the configuration takes effect.
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Configuration Example

N  cConfiguring the RSN-PSK + Web Authentication Mode, the Unicast Key Negotiation Re-transmission Count to 5, and the

Jitter Prevention Time of Web Authentication to 900 Seconds for WLAN 1

Scenario

Figure 1-10

Configuration

Steps

AP

Verification

AP
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L2/L3 Metwork

LN (.

AP2
In Fat AP mode, configure the security policies of WLAN 1 on AP1 and AP2 as follows:
1. Configure RSN PSK authentication.

2. Enable Web authentication.

Access the security configuration mode of WLAN 1.
Enable RSN authentication.

Configure the AES encryption mode for RSN authentication.

Configure the PSK key 12345678.
Set the unicast key negotiation packet re-transmission count to 5.

°
°
°
® Configure the PSK access authentication mode for RSN authentication.
°
°
® Configure Web authentication.

°

Set the jitter prevention time of Web authentication to 900 seconds.
FS(config)#wlansec 1
FS(config-wlansec)#security rsn enable
FS(config-wlansec)#security rsn ciphers aes enable
FS(config-wlansec)#security rsn akm psk enable
FS(config-wlansec)#security rsn akm psk set-key ascii 12345678
FS(config-wlansec)#authtimeout paircount 5
FS(config-wlansec)#webauth

FS(config-wlansec)#webauth prevent-jitter 900

Run the show running-config | begin wlansec wian_id command to check whether the configuration takes

effect.
FS#show running-config | begin wlansec 1
wlansec 1

security rsn enable

security rsn ciphers aes enable

& Fs
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security rsn akm psk enable

security rsn akm psk set-key ascii 12345678
webauth prevent-jitter 900

webauth

authtimeout paircount 5

Common Errors

® Thejitter prevention time of Web authentication is configured before Web authentication is enabled.

1.5 Monitoring

Displaying
Displays security configuration of a WLAN. show wlan security wian-id
Displays security configuration of an STA. show wclient security mac-address
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2 Configuring CPU Protect Policy
2.1 Overview

CPU Protect Policy (CPP) is a CPU protection policy.

Malicious attacks are often found in network environment. Network devices are occupied with counterfeited management and
protocol packets and have no time to process real management and protocol packets. In this way, the attacks bring destructive

impacts on device security and network stability. The CPP function protects CPU resources and important packets by means of

packet identification and rate limiting.
Protocols and Standards

N/A

2.2  Applications

N/A

2.3 Features

Figure 2-1 Working Principle
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Basic Concepts

N |dentifying Packets

All packets that are sent to the AP for protocol processing must be classified (e.g., into ARP, BPDU and d1x) through packet

identification (for the data classification of different products, see Configuration ).
N Limiting Rate

An administrator can configure the rate limit for packets of each type, thus effectively dampening high-rate attack packets on the

network.
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Overview

| Feature ___________ Description
Identifying Packets All packets that are sent to CPU are classified through packet identification.
Limiting Rate High-rate attack packets are dampened by rate limiting.

2.3.1 Identifying Packets

All packets that are sent to CPU are classified through packet identification.
Working Principle

N |dentifying Packets

CPP classifies packets and automatically applies the packet identification function by default.
2.3.2 Limiting Rate

An administrator can configure the rate limit for packets of each type, thus effectively dampening high-rate attack packets on the

network.
Working Principle
A Limiting Rate

Packets that have been identified and classified are rate-limited, and packets that exceed the rate limit are discarded.

2.4  Configuration

Description and Command

Configuring the Rate Limit for A (Optional) It is used to set the rate limit for specified packets.

Specified Packets cpu-protect type Sets the rate limit for specified packets

2.4.1 Configuring the Rate Limit for Specified Packets

Configuration Effect

®  Configure the rate limit for various types of packets.
Notes

N/A

Configuration Steps

N  Configuring the Rate limit for Specified Packets

® Optional.
®  Enable the CPP function on all APs unless otherwise specified.
®  Auser can adjust the default rate limit for packets of each type according to actual requirements.

Command cpu-protect type { arp | bpdu | capwap-disc | d1x | dhcp-option82 | dhcp-relay-client | dhcp-realy-server
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dhcps | igmp | ipmc | ipv6-nans | isis | lldp | ospf | ospfv3 | pim | pppoe | rip | ripng | tcp80 | tcp443 | vrrp } pps

value
Parameter arp: Specifies the ARP packet.
Description bpdu: Specifies the IEEE BPDU packet.

capwap-disc: Specifies the CAPWAP DISCOVER packet.

d1x: Specifies the 802.1x EAPOL packet.

dhcp-option82: Specifies the DHCP OPTION82 packet.
dhcp-relay-client: Specifies the DHCP RELAY CLIENT packet.
dhcp-relay-server: Specifies the DHCP RELAY SERVER packet.
dhcps: Specifies the DHCP SNOOPING packet.

igmp: Specifies the IGMP packet.

ipmc: Specifies the IPv4 multicast packet.

ipv6-nans: Specifies the IPv6 neighbor discovery packet.
isis: Specifies the ISIS packet.

lldp: Specifies the LLDP packet.

ospf: Specifies the OSPF packet.

ospfv3: Specifies the OSPF version3 packet.

pppoe: Specifies the PPPOE packet.

pim: Specifies the PIM packet.

rip: Specifies the IPv4 RIP packet.

ripng: Specifies the IPv6 RIP packet.

tcp80: Specifies the Web authentication redirection packet.
tcp443: Specifies the HTTPS packet.

vrrp: Specifies the VRRP packet.

pps value: Specifies the upper limit of packets per second, ranging from 0 to 148,810pps.

Defaults The default values vary with the product model.
Command Global configuration mode
Mode

Usage Guide N/A

Verification

®  Run the show cpu-protect summary command to display the configuration.
Configuration Example

N/A

Common Errors

N/A

2.5 Monitoring

Displaying

Displays the rate limit for packets of various types. show cpu-protect summary
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Displays statistics about specified packets.

& Fs

show cpu-protect type { arp | bpdu | capwap-disc | d1x |
dhcp-option82 | dhcp-relay-client |dhcp-realy-server |
dhcps | igmp | ipmc | ipv6-nans | isis | lldp | ospf | ospfv3 |
pim | pppoe | rip | ripng | tcp80 | tcp443 | vrrp }
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3 Configuring NFPP
3.1 Overview

The Network Foundation Protection Policy (NFPP) provides guard for switches.

Some malicious attacks are always found in the network environment. These attacks bring heavy burdens to switches, resulting in

high CPU usage and abnormal running on switches. These attacks are as follows:

Denial of service (DoS) attacks may greatly consume the memory, entries, or other resources of a switch to cause system service

unavailable.

Massive packet traffic is directed to the CPU, occupying the entire bandwidth of packets sent to the CPU. In this case, normal
protocol traffic and management traffic cannot be processed by the CPU, causing protocol flapping or management failure. The

forwarding on the data plane will also be affected and the entire network will become abnormal.

A great number of packets directed to the CPU consume massive CPU resources, making the CPU highly loaded and thereby causing

device management failure or causing abnormal running.

NFPP can effectively protect the system from these attacks. Under attacks, NFPP protects proper running of various system services

and keeps a low CPU load, thereby ensuring stable running of the entire network.

3.2 Applications

Application

Attack Detection and Rate Limiting Due to various malicious attacks such as ARP attacks and IP scanning attacks in the
network, the CPU cannot process normal protocol and management traffic, causing
protocol flapping or management failure. The NFPP attack detection and rate limiting
function is used to limit the rate of attack traffic or isolate attack traffic so that the network
can be recovered.

Centralized Rate Limiting and Since normal service traffic is too large, you need to classify and prioritize the traffic. When

Distribution a large number of packets are directed to the CPU, the CPU will be highly loaded, thereby
causing device management or device running failure. The centralized rate limiting and
distribution function is used to increase the priority of such traffic so that switches can run

stably.
3.2.1 Attack Detection and Rate Limiting

Scenario

NFPP supports attack detection and rate limiting for various types of packets, including Address Resolution Protocol (ARP), Internet
Control Message Protocol (ICMP), and Dynamic Host Configuration Protocol (DHCP) packets. It also allows users to define packet
matching characteristics and corresponding attack detection and rate limiting policies. The attack detection and rate limiting

function takes effect based on each type of packets. This section uses ARP packets as an example to describe the scenario.

If an attacker sends ARP attack packets while the CPU capability is insufficient, a large number of CPU resources will be consumed for
processing these ARP packets. If the attacker's ARP packet rate exceeds the maximum ARP bandwidth specified in the CPU Protect
Policy (CPP) of the switch, packet loss occurs among normal ARP packets. As shown in Figure 3-1, common users will fail to access the

network, and the switch will fail to send ARP responses to other devices.

Figure 3-1
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® By default, the ARP attack detection and rate limiting function is enabled, with corresponding policies configured. If an
attacker's ARP packet rate exceeds the rate limit, the packets will be discarded. If the packet rate exceeds the attack threshold,

a monitored host will be generated and prompt information will be output.

® If an attacker's ARP packet rate exceeds the rate limit defined in the CPP and affects normal ARP responses, you can enable

attack isolation to discard ARP attack packets based on an ACL and recover the network.
For description of CPP configurations, refer to the "CPP" section.

0
) To maximize the use of NFPP guard functions, modify the rate limits for various services in the CPP based on the application

environment or use the configurations recommended by the system. You can run the show cpu-protect summary command

to display the configurations.
3.2.2 Centralized Rate Limiting and Distribution

Scenario

A switch classifies services defined in the CPP into three types: Manage, Route, and Protocol. Each type of services has an
independent bandwidth. Different types of services cannot share their bandwidths. Traffic exceeding the bandwidth threshold is

discarded. By such service classification, service packets of a certain type can be processed first.

As shown in Figure 3-2, the switch receives a large number of Telnet packets, OSPF packets, and ARP packets, causing CPU overload.
In this case, the CPU cannot process all packets, and a large number of packets are backlogged in the queue, causing various

problems such as occasional Telnet disconnection, OSPF protocol flapping, and ARP access failure to hosts.

Figure 3-2




y
AP SERIES CONFIGURATION GUIDE 6 FS

—_— Rouie

\ Protocol

Manage
Deployment

® By default, CPU centralized protection is enabled to assign an independent bandwidth and bandwidth ratio to each type of
services. At the time, the CPU first processes Telnet packets to ensure uninterrupted connection of the Telnet service, and then

processes OSPF packets to maintain OSPF protocol stability, and finally processes ARP packets.

® If the preceding problems occur in default configurations, you can accordingly adjust the bandwidth and bandwidth ratio for

various types of services.

3.3 Features

Basic Concepts

N  ARP Guard

In local area networks (LANs), IP addresses are converted to MAC addresses through ARP, which is significant for safeguarding
network security. A large number of illegal ARP packets are sent to the gateway through the network, causing failure of the gateway
to provide services for normal hosts. Such packets are called ARP-based DoS attacks. To prevent such attacks, limit the rate of ARP

packets and detect and isolate the attack source.

A p Anti-scanning

Many hacker attacks and network virus intrusions start from scanning active hosts in the network. Therefore, many scanning packets

rapidly occupy the network bandwidth, causing network communication failure.

To solve this problem, Layer-3 switches provide IP guard to prevent scanning by hackers and Blaster Worm viruses and reduce the

CPU load. Currently, there are mainly two types of IP attacks:

®  Scanning destination IP address changes: As the greatest threat to the network, this type of attacks not only consumes network

bandwidth and increases device load but also is a prelude of most hacker attacks.

® Sending IP packets to non-existing destination IP addresses at high rates: This type of attacks is mainly designed for consuming
the CPU load. For a Layer-3 device, if the destination IP address exists, packets are directly forwarded by the switching chip
without occupying CPU resources. If the destination IP address does not exist, IP packets are sent to the CPU, which then sends
ARP requests to query the MAC address corresponding to the destination IP address. If too many packets are sent to the CPU,

CPU resources will be consumed. This type of attacks is less destructive than the former ones.

To prevent the latter type of attacks, limit the rate of IP packets and detect and isolate the attack source.
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N  ICMP Guard

ICMP is a common approach for diagnosing network failures. After receiving an ICMP echo request from a host, the router or switch
returns an ICMP echo reply. The preceding process requires the CPU to process the packets, thereby definitely consuming part of
CPU resources. If an attacker sends a large number of ICMP echo requests to the destination device, massive CPU resources will be
consumed on the device, and the device may even fail to work properly. This type of attacks is called ICMP flood. To prevent this type

of attacks, limit the rate of ICMP packets and detect and isolate the attack source.

N  DHCP Guard

DHCP is widely used in LANs to dynamically assign IP addresses. It is significant for network security. Currently, the most common
DHCP attacks, also called DHCP exhaustion attacks, use faked MAC addresses to broadcast DHCP requests. Various attack tools on the
live network can easily complete this type of attacks. A network attacker can send sufficient DHCP requests to use up the address
space provided by the DHCP server within a period. In this case, authorized hosts will fail to request DHCP IP addresses and thereby

fail to access the network. To prevent this type of attacks, limit the rate of DHCP packets and detect and isolate the attack source.

N  DHCPv6 Guard

DHCP version 6 (DHCPv6) is widely used in LANs to dynamically assign IPv6 addresses. Both DHCP version 4 (DHCPv4) and DHCPv6
have security problems. Attacks to DHCPv4 also apply to DHCPv6. A network attacker can send a large number of DHCPv6 requests
to use up the address space provided by the DHCPv6 server within a period. In this case, authorized hosts will fail to request IPv6

addresses and therefore fail to access the network. To prevent this type of attacks, limit the rate of DHCPv6 packets and detect and

isolate the attack source.

N  ND Guard

Neighbor Discovery (ND) is mainly used in IPv6 networks to perform address resolution, router discovery, prefix discovery, and
redirection. ND uses five types of packets: Neighbor Solicitation (NS), Neighbor Advertisement (NA), Router Solicitation (RS), Router

Advertisement (RA), and Redirect. These packets are called ND packets.

ND snooping monitors ND packets in the network to filter unauthorized ND packets. It also monitors IPv6 hosts in the network and
binds the monitored IPv6 hosts to ports to prevent IPv6 address stealing. ND snooping requires ND packets to be sent to the CPU. If

ND packets are sent at a very high rate, the CPU will be attacked. Therefore, ND guard must be provided to limit the rate of ND

packets.
Overview
| Feature _________ Description
Host-based Rate Limiting Limit the rate according to the host-based rate limit and identify host attacks in the network.

and Attack Identification
Port-based Rate Limiting Limit the rate according to the port-based rate limit and identify port attacks.
and Attack Identification

Configuring the Monitoring Monitor host attackers in a specified period.

Period

Configuring the Isolation Isolate host attackers or port attackers in a specified period.
Period

Configuring Trusted Hosts Trust a host by not monitoring it.

Centralized Rate Limiting Classify and prioritize packets.

and Distribution
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3.3.1 Host-based Rate Limiting and Attack Identification

Limit the rate of attack packets of hosts and identify the attacks.
Identify ARP scanning.

Identify IP scanning.
Working Principle

Hosts can be identified in two ways: based on the source IP address, VLAN ID, and port and based on the link-layer source MAC
address, VLAN ID, and port. Each host has a rate limit and an attack threshold (also called alarm threshold). The rate limit must be
lower than the attack threshold. If the attack packet rate exceeds the rate limit of a host, the host discards the packets beyond the
rate limit. If the attack packet rate exceeds the attack threshold of a host, the host identifies host attacks, records them in logs, and

sends Trap packets.

ARP scanning attacks may have occurred if ARP packets beyond the scanning threshold received in the configured period meet

either of the following conditions:
®  Thelink-layer source MAC address is fixed but the source IP address changes.

®  The link-layer source MAC address and source IP address are fixed but the destination IP address continuously changes.

Among IP packets beyond the scanning threshold received in the configured period, if the source IP address remains the same while

the destination IP address continuously changes, IP scanning attack may have occurred.

@) When NFPP detects a specific type of attack packets under a service, it sends an alarm to the administrator. If the attack traffic

persists, NFPP will not resend the alarm within 60 seconds after generating an alarm.

) To prevent CPU resource consumption caused by frequent log printing, NFPP writes attack detection logs to the buffer, obtains

them from the buffer at a specified rate, and prints them. NFPP does not limit the rate of Trap packets.

) Atpresent, only ARP guard and IP anti-scanning support anti-scanning.
3.3.2 Port-based Rate Limiting and Attack Identification

Limit the rate of port-based attack packets and identify the attacks.
Working Principle

Each port has a rate limit and an attack threshold. The rate limit must be lower than the attack threshold. If the packet rate exceeds
the rate limit on a port, the port discards the packets. If the packet rate exceeds the attack threshold on a port, the port records the

attacks in logs and sends Trap packets.
3.3.3 Configuring the Monitoring Period

Configures the monitoring period for an attacker.
Working Principle

Monitored hosts provide information about attackers in the current system. If the isolation period is 0 (that is, no isolation), the guard
module automatically performs software monitoring on attackers in the configured monitoring period. Within the monitoring period,
you can view the entries of a monitored host. If attacks are received from this host before aging of the monitoring period, refresh the
monitoring period of the host; otherwise, when the monitoring period is aged to 0, the entries of the monitored host will be deleted.

When the isolation time is configured to a non-0 value, the guard module automatically isolates the host monitored by the software.
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3.3.4 Configuring the Isolation Period

Configure the isolation period for an attacker.

Working Principle

Isolation is performed by the guard policy after attacks are detected. Isolation is implemented using the filtering function of a
software ACL to ensure that these attacks are not sent to the CPU, thereby ensuring proper running of the device.

The isolation function supports host-based and port-based isolation. When an attacker is isolated, a policy will be configured into an

ACL. When the ACL resources are exhausted and isolation fails, logs will be printed to remind the administrator.
3.3.5 Configuring Trusted Hosts

Configure trusted hosts.
Working Principle

If you do not want to monitor a host, you can run the following commands to configure the host to be trusted. This trusted host will

be allowed to send packets of specified types to the CPU.
3.3.6 Centralized Rate Limiting and Distribution

Set the rate thresholds and percentages for Manage, Route and Protocol packets.
Working Principle

Services defined in the CPP are classified into three types: Manage, Route, and Protocol. (For details, see the following table.) Each
type of services has an independent bandwidth. Different types of services cannot share their bandwidths. Traffic exceeding the

bandwidth threshold is discarded. By such service classification, service packets of a certain type can be processed first.

NFPP allows the administrator to flexibly assign bandwidth for three types of packets based on the actual network environment so
that Protocol and Manage packets can be first processed. Prior processing of Protocol packets ensures proper running of the
protocol, and prior processing of Manage packets helps the administrator perform proper management, thereby ensuring proper

running of important device functions and improving the guard capability of the device.

After rate limiting for the preceding packet types, all types of packets are centralized in a queue. When one type of service features a
lower processing efficiency, packets of this service will be backlogged in the queue and may finally use up resources of the queue.
NFPP allows the administrator to configure the percentages of these three types of packets in the queue. When the queue length
occupied by one type of packets exceeds the product of the total queue length and the percentage of this type of packets, these
packets are discarded. This effectively prevents one type of packets from exclusively occupying queue resources.

Packet Type Service Type Defined in the CPP

tp-guard, dot1x, rldp, rerp, slow-packet, bpdu, isis dhcps, gvrp, ripng, dvmrp, igmp, mpls, ospf, pim,

Protocol pimvé, rip, vrrp, ospf3, dhcp-relay-s, dhcp-relay-c, option82, tunnel-bpdu, and tunnel-gvrp
unknown-ipmc, unknown-ipmcvsé, ttl1, ttl0, udp-helper, ip4-packet-other, ip6-packet-other, and

Route non-ip-packet-other

Manage ip4-packet-local, ip6-packet-local, and arp

0 For the definitions of service types, see the CPP Configuration Guide.
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3.4 Configuration

Configuring ARP Guard

Configuring IP Anti-scanning

Configuring ICMP Guard

Description and Command
A (Mandatory) It is used to configure the global ARP guard function.

arp-guard enable Enables global attack detection.
arp-guard monitor-period Configures the monitoring period.
Configures the maximum number of
arp-guard monitored-host-limit
monitored hosts.
arp-guard rate-limit Configures the global rate limit.
arp-guard attack-threshold Configures the global attack threshold.
Configures the global host-based scanning

arp-guard scan-threshold
threshold.

é (Optional) It is used to configure ARP isolation and ARP guard.

arp-guard isolate-period Configures the global isolation period.
arp-guard trusted-host Configures trusted hosts.
nfpp arp-guard enable Enables attack detection for a port.

Configures the rate limit and attack threshold
nfpp arp-guard policy

for a port.

Configures the stage-by-stage scanning
nfpp arp-guard scan-threshold

threshold for a port.

nfpp arp-guard isolate-period Configures the isolation period for a port.

é/‘f (Mandatory) It is used to configure the global IP anti-scanning function.

ip-guard enable Enables global attack detection.

ip-guard monitor-period Configures the monitoring period.
Configures the maximum number of

ip-guard monitored-host-limit
monitored hosts.

ip-guard rate-limit Configures the global rate limit.

ip-guard attack-threshold Configures the global attack threshold.
Configures the global host-based scanning

ip-guard scan-threshold
threshold.

é/\f (Optional) It is used to configure IP trusted hosts, IP isolation and port-based IP anti-scanning.

ip-guard isolate-period Configures the global isolation period.
ip-guard trusted-host Configures trusted hosts.
nfpp ip-guard enable Enables attack detection for a port.

Configures the rate limit and attack threshold
nfpp ip-guard policy

for a port.

Configures the stage-by-stage scanning
nfpp ip-guard scan-threshold

threshold for a port.

nfpp ip-guard isolate-period Configures the isolation period for a port.

A (Mandatory) It is used to configure the global ICMP guard function.

icmp-guard enable Enables global attack detection.
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Configuring DHCP Guard

Configuring DHCPv6 Guard

Description and Command
icmp-guard monitor-period

icmp-guard monitored-host-limit

icmp-guard rate-limit

icmp-guard attack-threshold

6&Fs

Configures the monitoring period.
Configures the maximum number of
monitored hosts.

Configures the global rate limit.

Configures the global attack threshold.

& (Optional) It is used to configure ICMP trusted hosts, ICMP isolation and port-based ICMP

guard.

icmp-guard isolate-period
icmp-guard trusted-host

nfpp icmp-guard enable
nfpp icmp-guard policy

nfpp icmp-guard isolate-period

Configures the global isolation period.
Configures trusted hosts.

Enables attack detection for a port.
Configures the rate limit and attack threshold
for a port.

Configures the isolation period for a port.

é\ (Mandatory) It is used to configure the global DHCP guard function.

dhcp-guard enable

dhcp-guard monitor-period
dhcp-guard monitored-host-limit

dhcp-guard rate-limit
dhcp-guard attack-threshold

Enables global attack detection.
Configures the monitoring period.
Configures the maximum number of
monitored hosts.

Configures the global rate limit.

Configures the global attack threshold.

é\‘ (Optional) It is used to configure DHCP isolation and port-based DHCP guard.

dhcp-guard isolate-period
dhcp-guard trusted-host
nfpp dhcp-guard enable

nfpp dhcp-guard policy

nfpp dhcp-guard isolate-period

Configures the global isolation period.
Configures trusted hosts.

Enables attack detection for a port.
Configures the rate limit and attack threshold
for a port.

Configures the isolation period for a port.

A (Mandatory) It is used to configure the global DHCPv6 guard function.

dhcpv6-guard enable

dhcpvé6-guard monitor-period
dhcpv6-guard monitored-host-limit

dhcpv6-guard rate-limit
dhcpv6-guard attack-threshold

Enables global attack detection.
Configures the monitoring period.
Configures the maximum number of
monitored hosts.

Configures the global rate limit.

Configures the global attack threshold.

A (Optional) It is used to configure DHCPV6 isolation and DHCPv6 guard.

dhcpv6-guard isolate-period
dhcpv6-guard trusted-host
nfpp dhcpv6-guard enable

nfpp dhcpvé-guard policy

Configures the global isolation period.
Configures trusted hosts.

Enables attack detection for a port.
Configures the rate limit and attack threshold

for a port.
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Configuring ND Guard

Configuring Centralized Rate

Limiting and Distribution

Configuring NFPP Log

Information

Description and Command
nfpp dhcpv6-guard isolate-period Configures the isolation period for a port.

& (Mandatory) It is used to configure the global ND guard function.

nd-guard enable Enables global attack detection.
nd-guard rate-limit Configures the global rate limit.
nd-guard attack-threshold Configures the global attack threshold.

& (Optional) Itis used to configure the port-based ND guard function.

nd-guard trusted-host Configures trusted hosts.
nfpp nd-guard enable Enables attack detection for a port.
Configures the rate limit and attack threshold

nfpp nd-guard policy for a port

éi-} (Optional) It is used to set the rate thresholds and percentages for Manage, Route and

Protocol packets.

Configures the maximum bandwidth for each
cpu-protect sub-interface pps

type of packets.

Configures the maximum percentage of each

cpu-protect sub-interface percent
type of packets in the queue.

é/nz (Mandatory) It is used to set log information.

log-buffer entries Configures the capacity of NFPP log buffer.
Configures the rate when logs are obtained
log-buffer logs from the log buffer to generate system

messages.

é@ (Optional) It is used to set logs to be recorded.

Specifies the VLANSs in which logs need to be
logging vlan
recorded.

Specifies the port on which logs need to be
logging interface
recorded.

3.4.1 Configuring ARP Guard

Configuration Effect

®  ARP attacks are identified based on hosts or ports. Host-based ARP attack identification supports two modes: identification

based on the source IP address, VLAN ID, and port and identification based on the link-layer source MAC address, VLAN ID, and

port. Each type of attack identification has a rate limit and an alarm threshold. If the ARP packet rate exceeds the rate limit, the

packets beyond the rate limit are discarded. If the ARP packet rate exceeds the alarm threshold, the system prints alarm

information and sends Trap packets. In host-based attack identification, the system also isolates the attack source.

®  ARP guard can also detect ARP scanning attacks. ARP scanning attacks indicate that the link-layer source MAC address is fixed

but the source IP address changes, or that the link-layer source MAC address and source IP address are fixed but the

destination IP address continuously changes. Due to the possibility of misjudgment, hosts possibly performing ARP scanning

are not isolated and are provided for the administrator's reference only.

120
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Notes

& Fs

® Foracommand that is configured both in global configuration mode and interface configuration mode, the configuration in

interface configuration mode takes priority over that configured in global configuration mode.

®  Isolation is disabled by default. If isolation is enabled, attackers will occupy entries of the security module.

®  ARP guard prevents only ARP DoS attacks to the switch, but not ARP spoofing or ARP attacks in the network.

Configuration Steps

N Enabling Attack Detection

® Mandatory.

®  Support the global configuration mode or interface configuration mode on the AP device.

® I ARP guard is disabled, the system automatically clears monitored hosts, scanned hosts, and port isolation entries.

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

arp-guard enable

N/A

ARP guard is enabled by default.

NFPP configuration mode

N/A

nfpp arp-guard enable
N/A

ARP guard is configured in global configuration mode, but not in interface configuration mode.

Interface configuration mode

ARP guard configured in interface configuration mode takes priority over that configured in global configuration

mode.

N  configuring the Isolation Period

® (Optional) Isolation is disabled by default.

® If the packet traffic of attackers exceeds the rate limit, you can configure the isolation period to directly discard packets and

therefore save bandwidth resources.

®  Support the global configuration mode or interface configuration mode on the AP device.

® [ftheisolation period is changed to 0, attackers under the corresponding port is deleted, instead of being monitored by

software.

Command
Parameter
Description

Defaults

arp-guard isolate-period [ seconds | permanent ]
seconds: Indicates the isolation period in the unit of second. It can be set to 0 or any value from 30 to 86,400.
permanent: Indicates permanent isolation.

The default global isolation period is 0, that is, no isolation.
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Command NFPP configuration mode

Mode

Usage Guide N/A

Command nfpp arp-guard isolate-period [ seconds | permanent ]
Parameter seconds: Indicates the isolation period in the unit of second. It can be set to 0 or any value from 30 to 86,400. The
Description value 0 indicates no isolation.

permanent: Indicates permanent isolation.

Defaults By default, a global isolation period is used, but no local isolation period is configured.
Command Interface configuration mode
Mode

Usage Guide N/A

N  configuring the Monitoring Period

® Mandatory.

® |Iftheisolation period is configured, it is directly used as the attacker monitoring period, and the configured monitoring period
does not take effect.

®  Support the global configuration mode on the AP device.

Command arp-guard monitor-period seconds

Parameter seconds: Indicates the monitoring period in the unit of second. The value ranges from 180 to 86,400.

Description

Defaults The default monitoring period is 600 seconds.

Command NFPP configuration mode

Mode

Usage Guide N/A

N  configuring the Maximum Number of Monitored Hosts

® Mandatory.

®  Configure the maximum number of monitored hosts. As the number of actually monitored hosts increases, more CPU
resources are used to handle monitored hosts.

®  Support the global configuration mode on the AP device.

®  If the number of monitored hosts exceeds 1000 (default value), the administrator can set the maximum number of monitored
hosts to a value smaller than 1000. In this case, the system does not delete monitored hosts but prints the information
"%ERROR: The value that you configured is smaller than current monitored hosts 1000, please clear a part of monitored hosts."
This information notifies the administrator that the configuration does not take effect and that part of monitored hosts need to
be deleted.

®  |f the table of monitored hosts is full, the system prints the log "% NFPP_ARP_GUARD-4-SESSION_LIMIT: Attempt to exceed
limit of 1000 monitored hosts." to notify the administrator.

Command arp-guard monitored-host-limit number

Parameter number: Indicates the maximum number of monitored hosts, ranging from 1 to 4,294,967,295.
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Description

Defaults The maximum number of monitored hosts is 1000 by default.
Command NFPP configuration mode

Mode

Usage Guide N/A

AY| Configuring the Attack Threshold

® Mandatory.

® To achieve the best ARP guard effect, you are advised to configure the host-based rate limit and alarm threshold based on the
following rules: Source IP address-based rate limit < Source IP address-based alarm threshold < Source MAC address-based rate

limit < Source MAC address-based alarm threshold.

®  Support the global configuration mode or interface configuration mode on the AP device.

® If the configured rate limit is greater than the attack threshold, the system prints the log "%ERROR: rate limit is higher than
attack threshold 500pps." to notify the administrator.

® If the configured attack threshold is smaller than the rate limit, the system prints the log "%ERROR: attack threshold is smaller
than rate limit 300pps." to notify the administrator.

® |f the memory cannot be allocated to detected attackers, the system prints the log "%NFPP_ARP_GUARD-4-NO_MEMORY:

Failed to alloc memory." to notify the administrator.

®  Source MAC address-based rate limiting takes priority over source IP address-based rate limiting while the latter takes priority

over port-based rate limiting.

®  In NFPP configuration mode: run the arp-guard rate-limit {per-src-ip | per-src-mac} pps command to configure rate limits of
hosts identified based on the source IP address, VLAN ID, and port and of hosts identified based on the link-layer source MAC
address, VLAN ID, and port.

®  In NFPP configuration mode: run the arp-guard attack-threshold {per-src-ip | per-src-mac} pps command to configure attack
thresholds of hosts identified based on the source IP address, VLAN ID, and port and of hosts identified based on the link-layer
source MAC address, VLAN ID, and port.

® Ininterface configuration mode: run the nfpp arp-guard policy {per-src-ip | per-src-mac} rate-limit-pps attack-threshold-pps
command to configure rate limits and attack thresholds of hosts identified based on the source IP address, VLAN ID, and port

and of hosts identified based on the link-layer source MAC address, VLAN ID, and port on an interface.

Command arp-guard rate-limit { per-src-ip | per-src-mac | per-port } pps
Parameter per-src-ip: Limits the rate for each source IP address.
Description per-src-mac: Limits the rate of packets from each source MAC address.

per-port: Limits the rate for each port.
pps: Indicates the rate limit, ranging from 1 to 9,999.

Defaults For AP devices, the default rate limit for packets based on source IP address/source MAC address is 30 pps, and the
default rate limit for packets based on port is 240 pps.

Command NFPP configuration mode

Mode

Usage Guide N/A
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Command
Parameter

Description

Defaults

Command
Mode

Usage Guide

Command
Parameter

Description

Defaults

Command
Mode

Usage Guide

arp-guard attack-threshold { per-src-ip | per-src-mac | per-port } pps

per-src-ip: Configures the attack threshold for each source IP address.

per-src-mac: Configures the attack threshold for each source MAC address.

per-port: Configures the attack threshold for each port.

pps: Indicates the attack threshold, ranging from 1 to 9,999. The unit is packets per second (pps).

For AP devices, the default rate limit for packets based on source IP address/source MAC address is 60 pps, and the
default rate limit for packets based on port is 480 pps.

NFPP configuration mode

The attack threshold must be equal to or greater than the rate limit.

nfpp arp-guard policy { per-src-ip | per-src-mac | per-port } rate-limit-pps attack-threshold-pps
per-src-ip: Configures the rate limit and attack threshold for each source IP address.

per-src-mac: Configures the rate limit and attack threshold for each source MAC address.

per-port: Configures the rate limit and attack threshold for each port.

rate-limit-pps: Indicates the rate limit, ranging from 1 to 9,999.

attack-threshold-pps: Indicates the attack threshold, ranging from 1 to 9,999.

By default, no rate limit and attack threshed are configured for a port, and the global rate limit and attack
threshold are used.

Interface configuration mode

The attack threshold must be equal to or greater than the rate limit.

AY| Configuring the Scanning Threshold

® Mandatory.

®  Support the global configuration mode or interface configuration mode on the AP device.

®  The ARP scanning table stores only the latest 256 records. When the ARP scanning table is full, the latest record will overwrite

the earliest record.

®  ARP scanning attack may have occurred if ARP packets received within 10 seconds meet either of the following conditions:

- The link-layer source MAC address is fixed but the source IP address changes.

- The link-layer source MAC address and source IP address are fixed but the destination IP address continuously changes, and

the change times exceed the scanning threshold.

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

Command

arp-guard scan-threshold pkt-cnt

pkt-cnt: Indicates the scanning threshold, ranging from 1 to 9,999.

The default scanning threshold is 100 in the unit of 10 seconds.

NFPP configuration mode

N/A

nfpp arp-guard scan-threshold pkt-cnt
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Parameter pkt-cnt: Indicates the scanning threshold, ranging from 1 to 9,999.

Description

Defaults By default, no port-based ARP scanning threshold is configured and the global ARP scanning threshold is used.
Command Interface configuration mode

Mode

Usage Guide N/A

N configuring Trusted Hosts

®  (Optional) No trusted host is configured by default.
®  For ARP guard, you can configure only a maximum of 500 IP addresses and MAC addresses not to be monitored.
®  Support the global configuration mode on the AP device.

® If any entry matching a trusted host (the IP addresses and MAC addresses are the same) exists in the table of monitored hosts,

the system automatically deletes this entry.

®  If the table of trusted hosts is full, the system prints the log "%ERROR: Attempt to exceed limit of 500 trusted hosts." to notify

the administrator.

®  |f the administrator fails to delete a trusted host, the system prints the log "%ERROR: Failed to delete trusted host 1.1.1.1
0000.0000.1111." to notify the administrator.

® Ifyou fail to add a trusted host, the system prints the log "%ERROR: Failed to add trusted host 1.1.1.1 0000.0000.1111." to notify

the administrator.

®  |f the trusted host you want to add already exists, the system prints the log "%ERROR: Trusted host 1.1.1.1 0000.0000.1111 has

already been configured." to notify the administrator.

®  If the trusted host you want to delete does not exist, the system prints the log "%ERROR: Trusted host 1.1.1.1 0000.0000.1111 is

not found." to notify the administrator.

Command arp-guard trusted-host ip mac

Parameter ip: Indicates the IP address.

Description mac: Indicates the MAC address.

Defaults No trusted host is configured by default.

Command NFPP configuration mode

Mode

Usage Guide If you do not want to monitor a host, you can run the following commands to configure the host to be trusted. This

trusted host can send ARP packets to the CPU, without any rate limiting or alarm reporting.
Verification

When a network host sends ARP attack packets to a switch configured with ARP attack detection and rate limiting, check whether

these packets can be sent to the CPU.

® If the rate of packets not meeting trusted host configuration exceeds the attack threshold or scanning threshold, attack prompt

information is displayed.

®  |f the rate of attack packets meets the trusted host configuration, no prompt information is displayed.
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Configuration Example

N CPU Protection Based on ARP Guard

Scenario

Configuration

Steps

Verification

& Fs

ARP host attacks exist in the system, and some hosts fail to properly establish an ARP connection.

ARP scanning exists in the system, causing a very high CPU usage.

ARP packet traffic of some hosts is very large in the system, and these packets need to pass through.

® Set the host-based attack threshold to 5 pps.

®  Setthe ARP scanning threshold to 10 pps.

® Settheisolation period to 180 pps.

® Configure trusted hosts.

FS# configure terminal

FS(config)# nfpp

FS (config-nfpp)#arp-guard rate-limit per-src-mac 5

FS (config-nfpp)#arp-guard attack-threshold per-src-mac 10

FS (config-nfpp)#arp-guard isolate-period 180

FS (config-nfpp)#arp-guard trusted-host 1.1.1.1 0000.0000.1111

®  Run the show nfpp arp-guard summary command to display the configurations.

(Format of column Rate-limit and Attack-threshold is per-src-ip/per-src-mac/per-port.)
Interface Status Isolate-period Rate-limit Attack-threshold Scan-threshold

Global Disable 180 4/5/100 8/10/200 15

Maximum count of monitored hosts: 1000
Monitor period: 600s
®  Run the show nfpp arp-guard hosts command to display monitored hosts.

If col_filter 1 shows "*', it means "hardware do not isolate host".

VLAN interface  IP address MAC address remain-time(s)
1 Gi0/43 5.5.5.16 - 175
Total: 1 host

®  Run the show nfpp arp-guard scan command to display scanned hosts.

VLAN interface IP address MAC address timestamp

1 Gio/5 = 001a.a9c2.4609 2013-4-30 23:50:32

1 Gio/5 192.168.206.2 001a.a9c2.4609 2013-4-30 23:50:33
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1 Gi0/5 = 001a.a9c2.4609 2013-4-30 23:51:33

1 Gi0/5 192.168.206.2 001a.a9c2.4609 2013-4-30 23:51:34
Total: 4 record(s)

®  Run the show nfpp arp-guard trusted-host command to display trusted hosts.

IP address mac

1.1.1.1 0000.0000.1111

Total: 1 record(s)

3.4.2 Configuring IP Anti-scanning

Configuration Effect

®  |P attacks are identified based on hosts or ports. In host-based IP attack identification, IP attacks are identified based on the
source IP address, VLAN ID, and port. Each type of attack identification has a rate limit and an alarm threshold. If the IP packet
rate exceeds the rate limit, the packets beyond the rate limit are discarded. If the IP packet rate exceeds the alarm threshold,
the system prints alarm information and sends Trap packets. In host-based attack identification, the system also isolates the

attack source.

®  |P guard can also detect IP scanning attacks. IP anti-scanning applies to IP packet attacks as follows: the destination IP address

continuously changes but the source IP address remains the same, and the destination IP address is not the IP address of the

local device.

® |Panti-scanning applies to IP packet attacks where the destination IP address is not the local IP address. The CPP limits the rate

of IP packets where the destination IP address is the local IP address.
Notes

®  Foracommand that is configured both in global configuration mode and interface configuration mode, the configuration in

interface configuration mode takes priority over that configured in global configuration mode.

®  |solation is disabled by default. If isolation is enabled, attackers will occupy entries of the security module.

Configuration Steps

N  Enabling Attack Detection

® (Mandatory) Attack detection is enabled by default.
®  Support the global configuration mode or interface configuration mode on the AP device.

® I IP anti-scanning is disabled, the system automatically clears monitored hosts.

Command ip-guard enable

Parameter N/A

Description

Defaults IP anti-scanning is enabled by default.
Command NFPP configuration mode

Mode
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Usage Guide

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

N/A

nfpp ip-guard enable
N/A

IP anti-scanning is configured in global configuration mode, but not in interface configuration mode.

Interface configuration mode

IP anti-scanning configured in interface configuration mode takes priority over that configured in global

configuration mode.

N  configuring the Isolation Period

®  (Optional) Isolation is disabled by default.

®  |f the packet traffic of attackers exceeds the rate limit of the CPP, you can configure the isolation period to directly discard

packets and therefore save bandwidth resources.

®  Support the global configuration mode or interface configuration mode on the AP device.

® Iftheisolation period is changed to 0, attackers under the corresponding port is deleted, instead of being monitored by

software.

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

Command
Parameter

Description

Defaults
Command
Mode

Usage Guide

ip-guard isolate-period [ seconds | permanent ]

seconds: Indicates the isolation period in the unit of second. It can be set to 0 or any value from 30 to 86,400.
permanent: Indicates permanent isolation.

The default global isolation period is 0, that is, no isolation.

NFPP configuration mode

N/A

nfpp ip-guard isolate-period [ seconds | permanent ]

seconds: Indicates the isolation period in the unit of second. It can be set to 0 or any value from 30 to 86,400. The
value 0 indicates no isolation.

permanent: Indicates permanent isolation.

By default, a global isolation period is used, but no local isolation period is configured.

Interface configuration mode

N/A

AN Configuring the Monitoring Period

® Mandatory.

® [ftheisolation period is configured, it is directly used as the attacker monitoring period, and the configured monitoring period

does not take effect.

®  Support the global configuration mode on the AP device.
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Command ip-guard monitor-period seconds

Parameter seconds: Indicates the monitoring period in the unit of second. The value ranges from 180 to 86,400.
Description

Defaults The default monitoring period is 600 seconds.

Command NFPP configuration mode

Mode

Usage Guide If the isolation period is changed to 0, attackers under the corresponding port is deleted, instead of being

monitored by software.

N  configuring the Maximum Number of Monitored Hosts

® Mandatory.

®  Increase the maximum number of monitored hosts. As the number of actually monitored hosts increases, more CPU resources

are used to handle monitored hosts.
®  Support the global configuration mode on the AP device.

®  If the number of monitored hosts reaches 1000 (default value), the administrator can set the maximum number of monitored
hosts to a value smaller than 1000. In this case, the system does not delete monitored hosts but prints the information
"9%ERROR: The value that you configured is smaller than current monitored hosts 1000, please clear a part of monitored hosts."
This information notifies the administrator that the configuration does not take effect and that part of monitored hosts need to

be deleted.

®  If the table of monitored hosts is full, the system prints the log "% NFPP_IP_GUARD-4-SESSION_LIMIT: Attempt to exceed limit

of 1000 monitored hosts." to notify the administrator.

Command ip-guard monitored-host-limit number

Parameter number: Indicates the maximum number of monitored hosts, ranging from 1 to 4,294,967,295.
Description

Defaults The maximum number of monitored hosts is 1000 by default.

Command NFPP configuration mode

Mode

Usage Guide N/A

A  Configuring the Attack Threshold

® Mandatory.
®  Support the global configuration mode or interface configuration mode on the AP device.

® If the configured rate limit is greater than the attack threshold, the system prints the log "%ERROR: rate limit is higher than
attack threshold 500pps." to notify the administrator.

® If the configured attack threshold is smaller than the rate limit, the system prints the log "%ERROR: attack threshold is smaller
than rate limit 300pps." to notify the administrator.

® If the memory cannot be allocated to detected attackers, the system prints the log "%NFPP_IP_GUARD-4-NO_MEMORY: Failed

to alloc memory." to notify the administrator.
®  Source IP address-based rate limiting takes priority over port-based rate limiting.

®  In NFPP configuration mode: run the ip-guard rate-limit { per-src-ip | per-port } pps command to configure the global rate

limit.
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®  In NFPP configuration mode: run the ip-guard attack-threshold { per-src-ip | per-port } pps command to configure the global

attack threshold. That is, when the packet rate exceeds the attack threshold, it is considered that attack behaviors exist.

® Ininterface configuration mode: run the nfpp ip-guard policy { per-src-ip | per-port } rate-limit-pps attack-threshold-pps

command to configure the local rate limit and attack threshold on a port.

Command ip-guard rate-limit { per-src-ip | per-port } pps
Parameter per-src-ip: Limits the rate for each source IP address.
Description per-port: Limits the rate for each port.
pps: Indicates the rate limit, ranging from 1 to 9,999.
Defaults per-src-ip: 20 pps.
per-port: 1,500 pps.
Command NFPP configuration mode
Mode
Usage Guide N/A
Command ip-guard attack-threshold { per-src-ip | per-port } pps
Parameter per-src-ip: Configures the attack threshold for each source IP address.
Description per-port: Configures the attack threshold for each port.
pps: Indicates the attack threshold, ranging from 1 to 9,999. The unit is pps.
Defaults per-src-ip: 20 pps.
per-port: 1,500 pps.
Command NFPP configuration mode
Mode
Usage Guide The attack threshold must be equal to or greater than the rate limit.
Command nfpp ip-guard policy { per-src-ip | per-port } rate-limit-pps attack-threshold-pps
Parameter per-src-ip: Configures the attack threshold for each source IP address.
Description per-port: Configures the attack threshold for each port.
rate-limit-pps: Indicates the rate limit, ranging from 1 to 9,999.
attack-threshold-pps: Indicates the attack threshold, ranging from 1 to 9,999.
Defaults By default, no rate limit and attack threshed are configured for a port, and the global rate limit and attack
threshold are used.
Command Interface configuration mode
Mode
Usage Guide The attack threshold must be equal to or greater than the rate limit.

N  configuring the Scanning Threshold

® Mandatory.

®  Support the global configuration mode or interface configuration mode on the AP device.

®  |P scanning attack may have occurred if IP packets received within 10 seconds meet the following conditions:

- The source IP address remains the same.
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- The destination IP address continuously changes and is not the local IP address, and the change times exceed the scanning

threshold.
Command ip-guard scan-threshold pkt-cnt
Parameter pkt-cnt: Indicates the scanning threshold, ranging from 1 to 9,999.
Description
Defaults The default scanning threshold is 100 pps.
Command NFPP configuration mode
Mode

Usage Guide N/A

Command nfpp ip-guard scan-threshold pkt-cnt

Parameter pkt-cnt: Indicates the scanning threshold, ranging from 1 to 9,999.

Description

Defaults By default, no port-based IP scanning threshold is configured and the global IP scanning threshold is used.
Command Interface configuration mode

Mode

Usage Guide N/A

N  Configuring Trusted Hosts
(Optional) No trusted host is configured by default.
For IP anti-scanning, you can configure a maximum of 500 IP addresses not to be monitored.

Support the global configuration mode on the AP device.

If any entry matching a trusted host (IP addresses are the same) exists in the table of monitored hosts, the system automatically

deletes this entry.

®  If the table of trusted hosts is full, the system prints the log "%ERROR: Attempt to exceed limit of 500 trusted hosts." to notify

the administrator.

®  If the administrator fails to delete a trusted host, the system prints the log "%ERROR: Failed to delete trusted host 1.1.1.0
255.255.255.0." to notify the administrator.

® If you fail to add a trusted host, the system prints the log "%ERROR: Failed to add trusted host 1.1.1.0 255.255.255.0." to notify

the administrator.

®  If the trusted host you want to add already exists, the system prints the log "%ERROR: Trusted host 1.1.1.0 255.255.255.0 has

already been configured." to notify the administrator.

®  |f the trusted host you want to delete does not exist, the system prints the log "%ERROR: Trusted host 1.1.1.0 255.255.255.0 is

not found." to notify the administrator.

Command ip-guard trusted-host ip mask
Parameter ip: Indicates the IP address.

Description mask: Indicates the mask of an IP address.
Defaults No trusted host is configured by default.
Command NFPP configuration mode

Mode
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Usage Guide If you do not want to monitor a host, you can run the following commands to configure the host to be trusted. This

trusted host can send IP packets to the CPU, without any rate limiting or alarm reporting.
Verification

When a network host sends IP attack packets to a switch configured with IP attack detection and rate limiting, check whether these

packets can be sent to the CPU.

® If the rate of packets not meeting trusted host configuration exceeds the attack threshold or scanning threshold, attack prompt

information is displayed.
®  |f the rate of attack packets meets the trusted host configuration, no prompt information is displayed.

Configuration Example

N CPU Protection Based on IP Guard

Scenario ® IP host attacks exist in the system, and packets of some hosts cannot be properly routed and forwarded.
IP scanning exists in the system, causing a very high CPU usage.

Packet traffic of some hosts is very large in the system, and these packets need to pass through.

Configuration Configure the host-based attack threshold.

Steps Configure the IP scanning threshold.

[
[
® Settheisolation period to a non-zero value.

®  Configure trusted hosts.

FS# configure terminal

FS(config)# nfpp

FS (config-nfpp)#ip-guard rate-limit per-src-ip 20

FS (config-nfpp)#ip-guard attack-threshold per-src-ip 30
FS (config-nfpp)#ip-guard isolate-period 180

FS (config-nfpp)#ip-guard trusted-host 192.168.201.46 255.255.255.255

Verification ®  Run the show nfpp ip-guard summary command to display the configurations.

(Format of column Rate-limit and Attack-threshold is per-src-ip/per-src-mac/per-port.)
Interface Status Isolate-period Rate-limit Attack-threshold Scan-threshold

Global Disable 180 20/-/100 30/-/200 100

Maximum count of monitored hosts: 1000
Monitor period: 600s

®  Run the show nfpp ip-guard hosts command to display monitored hosts.
If col_filter 1 shows "*', it means "hardware do not isolate host".

VLAN interface  IP address Reason remain-time(s)
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1 Gi0/5 192.168.201.47 ATTACK 160
Total: 1 host
®  Run the show nfpp ip-guard trusted-host command to display trusted hosts.
IP address mask
192.168.201.46 255.255.255.255

Total: 1 record(s)

3.4.3 Configuring ICMP Guard

Configuration Effect

®  ICMP attacks are identified based on hosts or ports. In host-based attack identification, ICMP attacks are identified based on the

source IP address, VLAN ID, and port. Each type of attack identification has a rate limit and an alarm threshold. If the ICMP

packet rate exceeds the rate limit, the packets beyond the rate limit are discarded. If the ICMP packet rate exceeds the alarm

threshold, the system prints alarm information and sends Trap packets. In host-based attack identification, the system also

isolates the attack source.

Notes

® Foracommand that is configured both in global configuration mode and interface configuration mode, the configuration in

interface configuration mode takes priority over that configured in global configuration mode.

®  solation is disabled by default. If isolation is enabled, attackers will occupy entries of the security module.

Configuration Steps

N Enabling Attack Detection

®  (Mandatory) Attack detection is enabled by default.

®  Support the global configuration mode or interface configuration mode on the AP device.

® IfICMP guard is disabled, the system automatically clears monitored hosts.

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

Command
Parameter
Description

Defaults

icmp-guard enable

N/A

ICMP guard is enabled by default.

NFPP configuration mode

N/A

nfpp icmp-guard enable
N/A

ICMP guard is configured in global configuration mode, but not in interface configuration mode.
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Command
Mode

Usage Guide

G Fs
Interface configuration mode

ICMP guard configured in interface configuration mode takes priority over that in global configuration mode.

N configuring the Isolation Period

® (Optional) Isolation is disabled by default.

®  If the packet traffic of attackers exceeds the rate limit of the CPP, you can configure the isolation period to directly discard

packets and therefore save bandwidth resources.

®  Support the global configuration mode or interface configuration mode on the AP device.

® [ftheisolation period is changed to 0, attackers under the corresponding port is deleted, instead of being monitored by

software.

Command
Parameter

Description

Defaults
Command
Mode

Usage Guide

Command
Parameter

Description

Defaults
Command
Mode

Usage Guide

icmp-guard isolate-period [ seconds | permanent ]

seconds: Indicates the isolation period in the unit of second. It can be set to 0 or any value from 30 to 86,400. The
value 0 indicates no isolation.

permanent: Indicates permanent isolation.

The default global isolation period is 0, that is, no isolation.

NFPP configuration mode

The attacker isolation period falls into two types: global isolation period and port-based isolation period (local
isolation period). For a port, if the port-based isolation period is not configured, the global isolation period is used;

otherwise, the port-based isolation period is used.

nfpp icmp-guard isolate-period [ seconds | permanent ]

seconds: Indicates the isolation period in the unit of second. It can be set to 0 or any value from 30 to 86,400. The
value 0 indicates no isolation.

permanent: Indicates permanent isolation.

By default, a global isolation period is used, but no local isolation period is configured.

Interface configuration mode

N/A

N  configuring the Monitoring Period

® Mandatory.

® |Ifthe isolation period is configured, it is directly used as the attacker monitoring period, and the configured monitoring period

does not take effect.

®  Support the global configuration mode on the AP device.

Command
Parameter
Description
Defaults

Command

icmp-guard monitor-period seconds

seconds: Indicates the monitoring period in the unit of second. The value ranges from 180 to 86,400.

The default monitoring period is 600 seconds.

NFPP configuration mode
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Mode
Usage Guide

If the isolation period is 0, the system performs software monitoring on detected attackers. The timeout period is

the monitoring period. During software monitoring, if the isolation period is set to a non-zero value, the system
automatically performs isolation against attackers monitored by software and sets the timeout period as the
monitoring period. The monitoring period is valid only when the isolation period is 0.

If the isolation period is changed to 0, attackers under the corresponding port is deleted, instead of being

monitored by software.

Configuring the Maximum Number of Monitored Hosts

Mandatory.

Increase the maximum number of monitored hosts. As the number of actually monitored hosts increases, more CPU resources

are used to handle monitored hosts.

Support the global configuration mode on the AP device.

If the number of monitored hosts exceeds 1000 (default value), the administrator can set the maximum number of monitored
hosts to a value smaller than 1000. In this case, the system does not delete monitored hosts but prints the information
"9%ERROR: The value that you configured is smaller than current monitored hosts 1000, please clear a part of monitored hosts."
This information notifies the administrator that the configuration does not take effect and that part of monitored hosts need to

be deleted.

®  If the table of monitored hosts is full, the system prints the log "% NFPP_ICMP_GUARD-4-SESSION_LIMIT: Attempt to exceed

limit of 1000 monitored hosts." to notify the administrator.

Command icmp-guard monitored-host-limit number

Parameter number: Indicates the maximum number of monitored hosts, ranging from 1 to 4,294,967,295.

Description

Defaults The maximum number of monitored hosts is 1000 by default.

Command NFPP configuration mode

Mode

Usage Guide If the number of monitored hosts exceeds 1000 (default value), the administrator can set the maximum number of

monitored hosts to a value smaller than 1000. In this case, the system does not delete monitored hosts but prints
the information "%ERROR: The value that you configured is smaller than current monitored hosts 1000, please
clear a part of monitored hosts." This information notifies the administrator that the configuration does not take
effect and that part of monitored hosts need to be deleted.

If the table of monitored hosts is full, the system prints the log "% NFPP_ICMP_GUARD-4-SESSION_LIMIT: Attempt

to exceed limit of 1000 monitored hosts." to notify the administrator.

A  Configuring the Attack Threshold

® Mandatory.

®  Support the global configuration mode or interface configuration mode on the AP device.

® If the configured rate limit is greater than the attack threshold, the system prints the log "%ERROR: rate limit is higher than

attack threshold 500pps." to notify the administrator.

® |If the configured attack threshold is smaller than the rate limit, the system prints the log "%ERROR: attack threshold is smaller

than rate limit 300pps." to notify the administrator.
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® If the memory cannot be allocated to detected attackers, the system prints the log "%NFPP_ICMP_GUARD-4-NO_MEMORY:

AP SERIES CONFIGURATION GUIDE

Failed to alloc memory." to notify the administrator.
®  Source IP address-based rate limiting takes priority over port-based rate limiting.

®  In NFPP configuration mode: run the icmp-guard rate-limit { per-src-ip | per-port } pps command to configure the global rate

limit.

®  In NFPP configuration mode: run the icmp-guard attack-threshold { per-src-ip | per-port } pps command to configure the

global attack threshold. That is, when the packet rate exceeds the attack threshold, it is considered that attack behaviors exist.

® Ininterface configuration mode: run the nfpp icmp-guard policy { per-src-ip | per-port } rate-limit-pps attack-threshold-pps

command to configure the local rate limit and attack threshold on a port.

Command icmp-guard rate-limit { per-src-ip | per-port } pps
Parameter per-src-ip: Limits the rate for each source IP address.
Description per-port: Limits the rate for each port.
pps: Indicates the rate limit, ranging from 1 to 9,999.
Defaults per-src-ip: 200 pps;
per-port: 400 pps.
Command NFPP configuration mode
Mode
Usage Guide N/A
Command icmp-guard attack-threshold { per-src-ip | per-port} pps
Parameter per-src-ip: Configures the attack threshold for each source IP address.
Description per-port: Configures the attack threshold for each port.
pps: Indicates the attack threshold, ranging from 1 to 9,999. The unit is pps.
Defaults per-src-ip: 200 pps;
per-port: 400 pps.
Command NFPP configuration mode
Mode
Usage Guide N/A
Command nfpp icmp-guard policy { per-src-ip | per-port } rate-limit-pps attack-threshold-pps
Parameter per-src-ip: Configures the rate limit and attack threshold for each source IP address.
Description per-port: Configures the rate limit and attack threshold for each port.
rate-limit-pps: Indicates the rate limit, ranging from 1 to 9,999.
attack-threshold-pps: Indicates the attack threshold, ranging from 1 to 9,999.
Defaults By default, no rate limit and attack threshed are configured for a port, and the global rate limit and attack
threshold are used.
Command Interface configuration mode
Mode
Usage Guide The attack threshold must be equal to or greater than the rate limit.

N  Configuring Trusted Hosts
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®  (Optional) No trusted host is configured by default.
®  For ICMP anti-scanning, you can configure a maximum of 500 IP addresses not to be monitored.
®  Support the global configuration mode on the AP device.

® If any entry matching a trusted host (IP addresses are the same) exists in the table of monitored hosts, the system automatically

deletes this entry.

®  |f the table of trusted hosts is full, the system prints the log "%ERROR: Attempt to exceed limit of 500 trusted hosts." to notify

the administrator.

® If the administrator fails to delete a trusted host, the system prints the log "%ERROR: Failed to delete trusted host 1.1.1.0
255.255.255.0." to notify the administrator.

® |Ifyou fail to add a trusted host, the system prints the log "%ERROR: Failed to add trusted host 1.1.1.0 255.255.255.0." to notify

the administrator.

®  If the trusted host you want to add already exists, the system prints the log "%ERROR: Trusted host 1.1.1.0 255.255.255.0 has

already been configured." to notify the administrator.

®  If the trusted host you want to delete does not exist, the system prints the log "%ERROR: Trusted host 1.1.1.0 255.255.255.0 is

not found." to notify the administrator.

Command icmp-guard trusted-host ip mask

Parameter ip: Indicates the IP address.

Description mask: Indicates the mask of an IP address.

Defaults No trusted host is configured by default.

Command NFPP configuration mode

Mode

Usage Guide If you do not want to monitor a host, you can run the following commands to configure the host to be trusted. This

trusted host can send ICMP packets to the CPU, without any rate limiting or alarm reporting. You can configure the
mask so that no host in one network segment is monitored.

You can configure a maximum of 500 trusted hosts.
Verification

When a network host sends ICMP attack packets to a switch configured with ICMP attack detection and rate limiting, check whether

these packets can be sent to the CPU.

®  |f the rate of packets not meeting trusted host configuration exceeds the attack threshold, attack prompt information is

displayed.
® If the rate of attack packets meets the trusted host configuration, no prompt information is displayed.
Configuration Example
N CPU Protection Based on ICMP Guard

Scenario ® ICMP host attacks exist in the system, and some hosts cannot successfully ping devices.

®  Packet traffic of some hosts is very large in the system, and these packets need to pass through.

Configuration ®  Configure the host-based attack threshold.

Steps ®  Settheisolation period to a non-zero value.
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Verification

®  Configure trusted hosts.

FS# configure terminal

FS(config)# nfpp

FS (config-nfpp)#icmp-guard rate-limit per-src-ip 20

FS (config-nfpp)#icmp-guard attack-threshold per-src-ip 30
FS (config-nfpp)#icmp-guard isolate-period 180

FS (config-nfpp)#icmp-guard trusted-host 192.168.201.46 255.255.255.255

®  Run the show nfpp icmp-guard summary command to display the configurations.

(Format of column Rate-limit and Attack-threshold is per-src-ip/per-src-mac/per-port.)
Interface Status Isolate-period Rate-limit Attack-threshold

Global Disable 180 20/-/400 30/-/400

Maximum count of monitored hosts: 1000
Monitor period: 600s
®  Run the show nfpp icmp-guard hosts command to display monitored hosts.

If col_filter 1 shows "*', it means "hardware do not isolate host".

VLAN interface  IP address remain-time(s)
1 Gi0/5 192.168.201.47 160
Total: 1 host

®  Run the show nfpp icmp-guard trusted-host command to display trusted hosts.

IP address mask

192.168.201.46 255.255.255.255

Total: 1 record(s)

3.4.4 Configuring DHCP Guard

Configuration Effect

®  DHCP attacks are identified based on hosts or ports. In host-based attack identification, DHCPv6 attacks are identified based on

the link-layer source IP address, VLAN ID, and port. Each type of attack identification has a rate limit and an alarm threshold. If

the DHCP packet rate exceeds the rate limit, the packets beyond the rate limit are discarded. If the DHCP packet rate exceeds

the alarm threshold, the system prints alarm information and sends Trap packets. In host-based attack identification, the

system also isolates the attack source.
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® Foracommand that is configured both in global configuration mode and interface configuration mode, the configuration in

interface configuration mode takes priority over that configured in global configuration mode.

®  Isolation is disabled by default. If isolation is enabled, attackers will occupy entries of the security module.

Configuration Steps

N  Enabling Attack Detection

® (Mandatory) Attack detection is enabled by default.

®  Support the global configuration mode or interface configuration mode on the AP device.

®  If DHCP guard is disabled, the system automatically clears monitored hosts.

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

dhcp-guard enable
N/A

Attack detection is enabled by default.

NFPP configuration mode

N/A

nfpp dhcp-guard enable
N/A

DHCP guard is configured in global configuration mode, but not in interface configuration mode.

Interface configuration mode

DHCP guard configured in interface configuration mode takes priority over that configured in global configuration

mode.

N  configuring the Isolation Period

®  (Optional) Isolation is disabled by default.

® If the packet traffic of attackers exceeds the rate limit of the CPP, you can configure the isolation period to directly discard

packets and therefore save bandwidth resources.

®  Support the global configuration mode or interface configuration mode on the AP device.

® Iftheisolation period is changed to 0, attackers under the corresponding port is deleted, instead of being monitored by

software.

Command
Parameter

Description

Defaults

Command

dhcp-guard isolate-period [ seconds | permanent ]

seconds: Indicates the isolation period in the unit of second. It can be set to 0 or any value from 30 to 86,400. The
value 0 indicates no isolation.

permanent: Indicates permanent isolation.

The default global isolation period is 0, that is, no isolation.

NFPP configuration mode
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Mode

Usage Guide The attacker isolation period falls into two types: global isolation period and port-based isolation period (local
isolation period). For a port, if the port-based isolation period is not configured, the global isolation period is used;
otherwise, the port-based isolation period is used.

Command nfpp dhcp-guard isolate-period [ seconds | permanent ]

Parameter seconds: Indicates the isolation period in the unit of second. It can be set to 0 or any value from 30 to 86,400. The

Description value 0 indicates no isolation.
permanent: Indicates permanent isolation.

Defaults By default, a global isolation period is used, but no local isolation period is configured.

Command Interface configuration mode

Mode

Usage Guide N/A

N  configuring the Monitoring Period

® Mandatory.

® |Iftheisolation period is configured, it is directly used as the attacker monitoring period, and the configured monitoring period

does not take effect.

®  Support the global configuration mode on the AP device.

Command dhcp-guard monitor-period seconds

Parameter seconds: Indicates the monitoring period in the unit of second. The value ranges from 180 to 86,400.

Description

Defaults The default monitoring period is 600 seconds.

Command NFPP configuration mode

Mode

Usage Guide If the isolation period is 0, the system performs software monitoring on detected attackers. The timeout period is
the monitoring period. During software monitoring, if the isolation period is set to a non-zero value, the system
automatically performs isolation against attackers monitored by software and sets the timeout period as the
monitoring period. The monitoring period is valid only when the isolation period is 0.
If the isolation period is changed to 0, attackers under the corresponding port is deleted, instead of being
monitored by software.

N configuring the Maximum Number of Monitored Hosts

® Mandatory.

®  Increase the maximum number of monitored hosts. As the number of actually monitored hosts increases, more CPU resources

are used to handle monitored hosts.
®  Support the global configuration mode on the AP device.
®  If the number of monitored hosts exceeds 1000 (default value), the administrator can set the maximum number of monitored

hosts to a value smaller than 1000. In this case, the system does not delete monitored hosts but prints the information

"%ERROR: The value that you configured is smaller than current monitored hosts 1000, please clear a part of monitored hosts."




AP SERIES CONFIGURATION GUIDE

& Fs

This information notifies the administrator that the configuration does not take effect and that part of monitored hosts need to

be deleted.

If the table of monitored hosts is full, the system prints the log "% NFPP_DHCP_GUARD-4-SESSION_LIMIT: Attempt to exceed

limit of 1000 monitored hosts." to notify the administrator.

Command dhcp-guard monitored-host-limit number

Parameter number: Indicates the maximum number of monitored hosts, ranging from 1 to 4,294,967,295.

Description

Defaults The maximum number of monitored hosts is 1000 by default.

Command NFPP configuration mode

Mode

Usage Guide If the number of monitored hosts exceeds 1000 (default value), the administrator can set the maximum number of

monitored hosts to a value smaller than 1000. In this case, the system does not delete monitored hosts but prints
the information "%ERROR: The value that you configured is smaller than current monitored hosts 1000, please
clear a part of monitored hosts." This information notifies the administrator that the configuration does not take
effect and that part of monitored hosts need to be deleted.

If the table of monitored hosts is full, the system prints the log "% NFPP_DHCP_GUARD-4-SESSION_LIMIT: Attempt

to exceed limit of 1000 monitored hosts." to notify the administrator.

A  Configuring the Attack Threshold

® Mandatory.

®  Support the global configuration mode or interface configuration mode on the AP device.

® If the configured rate limit is greater than the attack threshold, the system prints the log "%ERROR: rate limit is higher than

attack threshold 500pps." to notify the administrator.

®  |If the configured attack threshold is smaller than the rate limit, the system prints the log "%ERROR: attack threshold is smaller

than rate limit 300pps." to notify the administrator.

® If the memory cannot be allocated to detected attackers, the system prints the log "%NFPP_DHCP_GUARD-4-NO_MEMORY:

Failed to alloc memory." to notify the administrator.

®  Source MAC address-based rate limiting takes priority over port-based rate limiting.

In NFPP configuration mode: run the dhcp-guard rate-limit { per-src-mac | per-port } pps command to configure the global

rate limit.

In NFPP configuration mode: run the dhcp-guard attack-threshold { per-src-mac | per-port } pps command to configure the

global attack threshold. That is, when the packet rate exceeds the attack threshold, it is considered that attack behaviors exist.

In interface configuration mode: run the nfpp dhcp-guard policy { per-src-mac | per-port } rate-limit-pps attack-threshold-pps

command to configure the local rate limit and attack threshold on a port.

Command dhcp-guard rate-limit { per-src-mac | per-port } pps
Parameter per-src-mac: Limits the rate for each source MAC address.
Description per-port: Limits the rate for each port.

pps: Indicates the rate limit, ranging from 1 to 9,999.
Defaults

For the AP devices, the default rate limit for packets based on source MAC address is 5 pps, and the default rate

limit for packets based on port is 150 pps.
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Command
Mode

Usage Guide

Command
Parameter

Description

Defaults

Command
Mode

Usage Guide

Command
Parameter

Description

Defaults

Command
Mode

Usage Guide

NFPP configuration mode

N/A

dhcp-guard attack-threshold { per-src-mac | per-port } pps

per-src-mac: Configures the attack threshold for each source MAC address.
per-port: Configures the attack threshold for each port.

pps: Indicates the attack threshold, ranging from 1 to 9,999. The unit is pps.

For the AP devices, the default rate limit for packets based on source MAC address is 10 pps, and the default rate

limit for packets based on port is 300 pps.

NFPP configuration mode

N/A

nfpp dhcp-guard policy { per-src-mac | per-port } rate-limit-pps attack-threshold-pps

per-src-mac: Configures the rate limit and attack threshold for each source MAC address.

per-port: Configures the rate limit and attack threshold for each port.

rate-limit-pps: Indicates the rate limit, ranging from 1 to 9,999.

attack-threshold-pps: Indicates the attack threshold, ranging from 1 to 9,999.

By default, no rate limit and attack threshed are configured for a port, and the global rate limit and attack
threshold are used.

Interface configuration mode

The attack threshold must be equal to or greater than the rate limit.

N configuring Trusted Hosts

(Optional) No trusted host is configured by default.
For DHCP guard, you can configure a maximum of 500 MAC addresses not to be monitored.
Support the global configuration mode on the AP device.

If any entry matching a trusted host (MAC addresses are the same) exists in the table of monitored hosts, the system

automatically deletes this entry.

®  If the table of trusted hosts is full, the system prints the log "%ERROR: Attempt to exceed limit of 500 trusted hosts." to notify

the administrator.

® If the administrator fails to delete a trusted host, the system prints the log "%ERROR: Failed to delete trusted host
0000.0000.1111." to notify the administrator.

® If you fail to add a trusted host, the system prints the log "%ERROR: Failed to add trusted host 0000.0000.1111." to notify the

administrator.

®  |f the trusted host you want to add already exists, the system prints the log "%ERROR: Trusted host 0000.0000.1111 has already

been configured." to notify the administrator.
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®  If the trusted host you want to delete does not exist, the system prints the log "%ERROR: Trusted host 0000.0000.1111 is not

found." to notify the administrator.

Command dhcp-guard trusted-host mac

Parameter mac: Indicates the MAC address.

Description

Defaults No trusted host is configured by default.

Command NFPP configuration mode

Mode

Usage Guide If you do not want to monitor a host, you can run the following commands to configure the host to be trusted. This

trusted host can send DHCP packets to the CPU, without any rate limiting or alarm reporting.
Verification

When a network host sends DHCP attack packets to a switch configured with DHCP attack detection and rate limiting, check whether

these packets can be sent to the CPU.

® If the rate of packets not meeting trusted host configuration exceeds the attack threshold or scanning threshold, attack prompt

information is displayed.
® If the rate of attack packets meets the trusted host configuration, no prompt information is displayed.

Configuration Example

N CPU Protection Based on DHCP Guard

Scenario DHCP host attacks exist in the system, and some hosts fail to request IP addresses.

DHCP packet traffic of some hosts is very large in the system, and these packets need to pass through.

Configuration ® Configure the host-based attack threshold.
Steps ®  Set the isolation period to a non-zero value.

®  Configure trusted hosts.

FS# configure terminal

FS(config)# nfpp

FS (config-nfpp)#dhcp-guard rate-limit per-src-mac 8

FS (config-nfpp)#dhcp-guard attack-threshold per-src-mac 16
FS (config-nfpp)#dhcp-guard isolate-period 180

FS (config-nfpp)#dhcp-guard trusted-host 0000.0000.1111

Verification ®  Run the show nfpp dhcp-guard summary command to display the configurations.
(Format of column Rate-limit and Attack-threshold is per-src-ip/per-src-mac/per-port.)
Interface Status Isolate-period Rate-limit Attack-threshold

Global Disable 180 -/8/150 -/16/300
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Maximum count of monitored hosts: 1000
Monitor period: 600s
®  Run the show nfpp dhcp-guard hosts command to display monitored hosts.

If col_filter 1 shows "*', it means "hardware do not isolate host".

VLAN interface  MAC address remain-time(s)
*1 Gi0/5 001a.29c2.4609 160
Total: 1 host

®  Run the show nfpp dhcp-guard trusted-host command to display trusted hosts.

mac

0000.0000.1111

Total: 1 record(s)

3.4.5 Configuring DHCPv6 Guard

Configuration Effect

®  DHCPv6 attacks are identified based on hosts or ports. In host-based attack identification, DHCPv6 attacks are identified based
on the link-layer source IP address, VLAN ID, and port. Each type of attack identification has a rate limit and an alarm threshold.
If the DHCPV6 packet rate exceeds the rate limit, the packets beyond the rate limit are discarded. If the DHCPv6 packet rate

exceeds the alarm threshold, the system prints alarm information and sends Trap packets.
® In host-based attack identification, the system also isolates the attack source.

Notes

®  Foracommand that is configured both in global configuration mode and interface configuration mode, the configuration in

interface configuration mode takes priority over that configured in global configuration mode.

®  |solation is disabled by default. If isolation is enabled, attackers will occupy entries of the security module.
Configuration Steps
N  Enabling Attack Detection

®  (Mandatory) Attack detection is enabled by default.
®  Support the global configuration mode or interface configuration mode on the AP device.

® I DHCPv6 guard is disabled, the system automatically clears monitored hosts.

Command dhcpv6-guard enable

Parameter N/A

Description

Defaults Attack detection is enabled by default.

Command NFPP configuration mode
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Mode

Usage Guide

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

N/A

nfpp dhcpv6-guard enable
N/A

DHCPv6 guard is configured in global configuration mode, but not in interface configuration mode.

Interface configuration mode

DHCPv6 guard configured in interface configuration mode takes priority over that configured in global

configuration mode.

N  configuring the Isolation Period

®  (Optional) Isolation is disabled by default.

®  |f the packet traffic of attackers exceeds the rate limit of the CPP, you can configure the isolation period to directly discard

packets and therefore save bandwidth resources.

®  Support the global configuration mode or interface configuration mode on the AP device.

® Iftheisolation period is changed to 0, attackers under the corresponding port is deleted, instead of being monitored by

software.

Command
Parameter

Description

Defaults
Command
Mode

Usage Guide

Command
Parameter

Description

Defaults
Command
Mode

Usage Guide

dhcpv6-guard isolate-period [ seconds | permanent ]

seconds: Indicates the isolation period in the unit of second. It can be set to 0 or any value from 30 to 86,400. The
value 0 indicates no isolation.

permanent: Indicates permanent isolation.

The default global isolation period is 0, that is, no isolation.

NFPP configuration mode

The attacker isolation period falls into two types: global isolation period and port-based isolation period (local
isolation period). For a port, if the port-based isolation period is not configured, the global isolation period is used;

otherwise, the port-based isolation period is used.

nfpp dhcpv6-guard isolate-period [ seconds | permanent ]

seconds: Indicates the isolation period in the unit of second. It can be set to 0 or any value from 30 to 86,400. The
value 0 indicates no isolation.

permanent: Indicates permanent isolation.

By default, a global isolation period is used, but no local isolation period is configured.

Interface configuration mode

AN Configuring the Monitoring Period

® Mandatory.
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® Iftheisolation period is configured, it is directly used as the attacker monitoring period, and the configured monitoring period

does not take effect.

®  Support the global configuration mode on the AP device.

Command dhcpv6-guard monitor-period seconds

Parameter seconds: Indicates the monitoring period in the unit of second. The value ranges from 180 to 86,400.
Description

Defaults The default monitoring period is 600 seconds.

Command NFPP configuration mode

Mode

Usage Guide If the isolation period is 0, the system performs software monitoring on detected attackers. The timeout period is

the monitoring period. During software monitoring, if the isolation period is set to a non-zero value, the system
automatically performs isolation against attackers monitored by software and sets the timeout period as the
monitoring period. The monitoring period is valid only when the isolation period is 0.

If the isolation period is changed to 0, attackers under the corresponding port is deleted, instead of being

monitored by software.

N  configuring the Maximum Number of Monitored Hosts

Mandatory.

Increase the maximum number of monitored hosts. As the number of actually monitored hosts increases, more CPU resources

are used to handle monitored hosts.
Support the global configuration mode on the AP device.

If the number of monitored hosts exceeds 1000 (default value), the administrator can set the maximum number of monitored
hosts to a value smaller than 1000. In this case, the system does not delete monitored hosts but prints the information
"9%ERROR: The value that you configured is smaller than current monitored hosts 1000, please clear a part of monitored hosts."
This information notifies the administrator that the configuration does not take effect and that part of monitored hosts need to

be deleted.

If the table of monitored hosts is full, the system prints the log "% NFPP_DHCPV6_GUARD-4-SESSION_LIMIT: Attempt to exceed

limit of 1000 monitored hosts." to notify the administrator.

Command dhcpv6-guard monitored-host-limit number

Parameter number: Indicates the maximum number of monitored hosts, ranging from 1 to 4,294,967,295.

Description

Defaults The maximum number of monitored hosts is 1000 by default.

Command NFPP configuration mode

Mode

Usage Guide If the number of monitored hosts exceeds 1000 (default value), the administrator can set the maximum number of

monitored hosts to a value smaller than 1000. In this case, the system does not delete monitored hosts but prints
the information "%ERROR: The value that you configured is smaller than current monitored hosts 1000, please
clear a part of monitored hosts." This information notifies the administrator that the configuration does not take
effect and that part of monitored hosts need to be deleted.

If the table of monitored hosts is full, the system prints the log "% NFPP_DHCPV6_GUARD-4-SESSION_LIMIT:

Attempt to exceed limit of 1000 monitored hosts." to notify the administrator.
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AY| Configuring the Attack Threshold

® Mandatory.
®  Support the global configuration mode or interface configuration mode on the AP device.

® If the configured rate limit is greater than the attack threshold, the system prints the log "%ERROR: rate limit is higher than
attack threshold 500pps." to notify the administrator.

® If the configured attack threshold is smaller than the rate limit, the system prints the log "%ERROR: attack threshold is smaller
than rate limit 300pps." to notify the administrator.

® If the memory cannot be allocated to detected attackers, the system prints the log "%NFPP_DHCPV6_GUARD-4-NO_MEMORY:

Failed to alloc memory." to notify the administrator.
®  Source MAC address-based rate limiting takes priority over port-based rate limiting.

®  In NFPP configuration mode: run the dhcpv6-guard rate-limit { per-src-mac | per-port } pps command to configure the global

rate limit.

® In NFPP configuration mode: run the dhcpv6-guard attack-threshold { per-src-mac | per-port } pps command to configure

the global attack threshold. That is, when the packet rate exceeds the attack threshold, it is considered that attack behaviors

exist.

® Ininterface configuration mode: run the nfpp dhcpv6-guard policy { per-src-mac | per-port } rate-limit-pps

attack-threshold-pps command to configure the local rate limit and attack threshold on a port.

Command dhcpv6-guard rate-limit { per-src-mac | per-port } pps

Parameter per-src-mac: Limits the rate for each source MAC address.

Description per-port: Limits the rate for each port.
pps: Indicates the rate limit, ranging from 1 to 9,999.

Defaults For the AP devices, the default rate limit for packets based on source MAC address is 5 pps, and the default rate
limit for packets based on port is 150 pps.

Command NFPP configuration mode

Mode

Usage Guide N/A

Command dhcpv6-guard attack-threshold { per-src-mac | per-port } pps

Parameter per-src-mac: Configures the attack threshold for each source MAC address.

Description per-port: Configures the attack threshold for each port.
pps: Indicates the attack threshold, ranging from 1 to 9,999. The unit is pps.

Defaults For the AP devices, the default rate limit for packets based on source MAC address is 10 pps, and the default rate
limit for packets based on port is 300 pps.

Command NFPP configuration mode

Mode

Usage Guide N/A

Command nfpp dhcpv6-guard policy { per-src-mac | per-port } rate-limit-pps attack-threshold-pps
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Parameter per-src-mac: Configures the rate limit and attack threshold for each source MAC address.

Description per-port: Configures the rate limit and attack threshold for each port.

rate-limit-pps: Indicates the rate limit, ranging from 1 to 9,999.

attack-threshold-pps: Indicates the attack threshold, ranging from 1 to 9,999.

Defaults By default, no rate limit and attack threshed are configured for a port, and the global rate limit and attack

threshold are used.

Command Interface configuration mode

Mode

Usage Guide The attack threshold must be equal to or greater than the rate limit.
N configuring Trusted Hosts

®  (Optional) No trusted host is configured by default.

®  For DHCPv6 guard, you can configure a maximum of 500 MAC addresses not to be monitored.

®  Support the global configuration mode on the AP device.

® Ifany entry matching a trusted host (MAC addresses are the same) exists in the table of monitored hosts, the system
automatically deletes this entry.

®  If the table of trusted hosts is full, the system prints the log "%ERROR: Attempt to exceed limit of 500 trusted hosts." to notify
the administrator.

®  |f the administrator fails to delete a trusted host, the system prints the log "%ERROR: Failed to delete trusted host
0000.0000.1111." to notify the administrator.

® Ifyou fail to add a trusted host, the system prints the log "%ERROR: Failed to add trusted host 0000.0000.1111." to notify the
administrator.

®  |f the trusted host you want to add already exists, the system prints the log "%ERROR: Trusted host 0000.0000.1111 has already
been configured." to notify the administrator.

® If the trusted host you want to delete does not exist, the system prints the log "%ERROR: Trusted host 0000.0000.1111 is not
found." to notify the administrator.

Command dhcpv6-guard trusted-host mac

Parameter mac: Indicates the MAC address.

Description

Defaults No trusted host is configured by default.

Command NFPP configuration mode

Mode

Usage Guide If you do not want to monitor a host, you can run the following commands to configure the host to be trusted. This

trusted host can send DCHPv6 packets to the CPU, without any rate limiting or alarm reporting.

Verification

When a network host sends DHCPv6 attack packets to a switch configured with DHCPv6 attack detection and rate limiting, check

whether these packets can be sent to the CPU.

If the rate of packets not meeting trusted host configuration exceeds the attack threshold or scanning threshold, attack prompt

information is displayed.

If an isolation entry needs to be created for the attacker, attacker isolation prompt information is displayed.
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Configuration Example

N CPU Protection Based on DHCPv6 Guard

Scenario

Configuration

Steps

Verification

DHCPvV6 host attacks exist in the system, and DHCPv6 neighbor discovery fails on some hosts.

DHCPv6 packet traffic of some hosts is very large in the system, and these packets need to pass through.

® Configure the host-based attack threshold.
® Settheisolation period to a non-zero value.

® Configure trusted hosts.

FS# configure terminal

FS(config)# nfpp

FS (config-nfpp)#dhcpv6-guard rate-limit per-src-mac 8

FS (config-nfpp)#dhcpv6-guard attack-threshold per-src-mac 16
FS (config-nfpp)#dhcpv6-guard isolate-period 180

FS (config-nfpp)#dhcpv6-guard trusted-host 0000.0000.1111

®  Run the show nfpp dhcpv6-guard summary command to display the configurations.
(Format of column Rate-limit and Attack-threshold is per-src-ip/per-src-mac/per-port.)
Interface Status Isolate-period Rate-limit Attack-threshold

Global Disable 180 -/8/150 -/16/300

Maximum count of monitored hosts: 1000
Monitor period: 600s
®  Run the show nfpp dhcpv6-guard hosts command to display monitored hosts.

If col_filter 1 shows "*', it means "hardware do not isolate host".

VLAN interface  MAC address remain-time(s)
*1 Gi0/5 001a.29c2.4609 160
Total: 1 host

®  Run the show nfpp dhcpv6-guard trusted-host command to display trusted hosts.
mac
0000.0000.1111

Total: 1 record(s)
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3.4.6 Configuring ND Guard

Configuration Effect

®  ARND guard classifies ND packets into three types based on their purposes: 1. NS and NA; 2. RS; 3. RA and Redirect. The first
type of packets are used for address resolution. The second type of packets are used by hosts to discover the gateway. The
third type of packets are related to routing: RAs are used to advertise the gateway and prefix while Redirect packets are used to

advertise a better next hop.

®  Atpresent, only port-based ND packet attack identification is supported. You can configure the rate limits and alarm thresholds
for these three types of packets. If the ND packet rate exceeds the rate limit, the packets beyond the rate limit are discarded. If

the ND packet rate exceeds the alarm threshold, the system prints alarm information and sends Trap packets.
Notes

® Foracommand that is configured both in global configuration mode and interface configuration mode, the configuration in

interface configuration mode takes priority over that configured in global configuration mode.
®  |solation is disabled by default. If isolation is enabled, attackers will occupy entries of the security module.

Configuration Steps

N  Enabling Attack Detection

® (Mandatory) Attack detection is enabled by default.

®  Support the global configuration mode or interface configuration mode on the AP device.

Command nd-guard enable

Parameter N/A

Description

Defaults ND guard is enabled by default.
Command NFPP configuration mode
Mode

Usage Guide N/A

Command nfpp nd-guard enable

Parameter N/A

Description

Defaults ND guard is configured in global configuration mode, but not in interface configuration mode.

Command Interface configuration mode

Mode

Usage Guide ND guard configured in interface configuration mode takes priority over that configured in global configuration
mode.

AY| Configuring the Attack Threshold

® Mandatory.

®  Support the global configuration mode or interface configuration mode on the AP device.
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® If the configured rate limit is greater than the attack threshold, the system prints the log "%ERROR: rate limit is higher than

attack threshold 500pps." to notify the administrator.

® If the configured attack threshold is smaller than the rate limit, the system prints the log "%ERROR: attack threshold is smaller

than rate limit 300pps." to notify the administrator.

® If the memory cannot be allocated to detected attackers, the system prints the log "%NFPP_ND_GUARD-4-NO_MEMORY: Failed

to alloc memory." to notify the administrator.

® In NFPP configuration mode: run the nd-guard rate-limit per-port [ ns-na | rs | ra-redirect ] pps command to configure the

global rate limit.

®  In NFPP configuration mode: run the nd-guard attack-threshold per-port [ ns-na | rs | ra-redirect ] pps command to

configure the global attack threshold. That is, when the packet rate exceeds the attack threshold, it is considered that attack

behaviors exist.

® Ininterface configuration mode: run the nfpp nd-guard policy per-port [ ns-na | rs | ra-redirect ] rate-limit-pps

attack-threshold-pps command to configure the local rate limit and attack threshold on a port.

Command
Parameter

Description

Defaults
Command
Mode

Usage Guide

Command
Parameter

Description

Defaults
Command
Mode

Usage Guide

Command
Parameter

Description

Defaults

nd-guard rate-limit per-port [ ns-na | rs | ra-redirect ] pps

ns-na: Indicates NSs and NAs.

rs: Indicates RSs.

ra-redirect: Indicates RAs and Redirect packets.

pps: Indicates the rate limit, ranging from 1 to 9,999.

For the AP devices, the default attack threshold for ns-na, rs, and ra-redirect packets is 15 pps.

NFPP configuration mode

N/A

nd-guard attack-threshold per-port [ ns-na | rs | ra-redirect | pps

ns-na: Indicates NSs and NAs.

rs: Indicates RSs.

ra-redirect: Indicates RAs and Redirect packets.

pps: Indicates the attack threshold, ranging from 1 to 9,999. The unit is pps.

For the AP devices, the default attack threshold for ns-na, rs, and ra-redirect packets is 30 pps.

NFPP configuration mode

The attack threshold must be equal to or greater than the rate limit.

nfpp nd-guard policy per-port [ ns-na | rs | ra-redirect ] rate-limit-pps attack-threshold-pps

ns-na: Indicates NSs and NAs.

rs: Indicates RSs.

ra-redirect: Indicates RAs and Redirect packets.

rate-limit-pps: Indicates the rate limit, ranging from 1 to 9,999.

attack-threshold-pps: Indicates the attack threshold, ranging from 1 to 9,999.

By default, no rate limit and attack threshed are configured for a port, and the global rate limit and attack

threshold are used.
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Command Interface configuration mode
Mode
Usage Guide The attack threshold must be equal to or greater than the rate limit.

ND snooping classifies ports into two types: untrusted ports (connecting the host) and trusted ports (connecting
to the gateway). As traffic on a trusted port is usually larger than that on an untrusted port, the rate limit for a
trusted port is higher than that for an untrusted port. If ND snooping is enabled for a trusted port, ND snooping
sets the rate limit to 800 pps and the attack threshold to 900 pps for the three types of packets on the port by
advertising ND guard.

ND guard treats the rate limit configured for ND snooping and that configured by the administrator in the same
way. The value configured later overwrites the value configured earlier and is stored in the configuration file. The

attack threshold configured for ND snooping is treated in a similar way.

N  configuring Trusted Hosts

®  (Optional) No trusted host is configured by default.

®  For ND guard, you can configure a maximum of 500 MAC addresses not to be monitored.

®  Support the global configuration mode on the AP device.

®  [f the table of trusted hosts is full, the system prints the log "%ERROR: Attempt to exceed limit of 500 trusted hosts." to notify

the administrator.

®  If the administrator fails to delete a trusted host, the system prints the log "%ERROR: Failed to delete trusted host
0000.0000.1111." to notify the administrator.

® Ifyou fail to add a trusted host, the system prints the log "%ERROR: Failed to add trusted host 0000.0000.1111." to notify the

administrator.

®  If the trusted host you want to add already exists, the system prints the log "%ERROR: Trusted host 0000.0000.1111 has already

been configured." to notify the administrator.

®  |f the trusted host you want to delete does not exist, the system prints the log "%ERROR: Trusted host 0000.0000.1111 is not

found." to notify the administrator.

Command nd-guard trusted-host mac

Parameter mac: Indicates the MAC address.

Description

Defaults No trusted host is configured by default.

Command NFPP configuration mode

Mode

Usage Guide If you do not want to monitor a host, you can run the following commands to configure the host to be trusted. This

trusted host can send ND packets to the CPU, without any rate limiting or alarm reporting.
Verification

When a network host sends ND attack packets to a switch configured with ND attack detection and rate limiting, check whether

these packets can be sent to the CPU.

® If the rate of packets not meeting trusted host configuration exceeds the attack threshold for a port, attack prompt information

is displayed.

®  If the rate of attack packets meets the trusted host configuration, no prompt information is displayed.
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Configuration Example

N CPU Protection Based on ND Guard

Scenario ND host attacks exist in the system, and neighbor discovery fails on some hosts.

ND packet traffic of some hosts is very large in the system, and these packets need to pass through.

Configuration ®  Configure the host-based attack threshold.

Steps
FS# configure terminal
FS(config)# nfpp
FS (config-nfpp)# nd-guard rate-limit per-port ns-na 30
FS (config-nfpp)# nd-guard attack-threshold per-port ns-na 50

FS (config-nfpp)#nd-guard trusted-host 0000.0000.1111

Verification ®  Run the show nfpp nd-guard summary command to display the configurations.
(Format of column Rate-limit and Attack-threshold is NS-NA/RS/RA-REDIRECT.)
Interface Status Rate-limit Attack-threshold
Global Disable 30/15/15
®  Run the show nfpp nd-guard trusted-host command to display trusted hosts.

mac

0000.0000.1111

Total: 1 record(s)

3.4.7 Configuring Centralized Rate Limiting and Distribution

Configuration Effect

Configure centralized rate limiting and distribution so that Manage and Protocol packets are first processed when the network is

busy.
Notes

The valid percentage range of a type of packets must be equal to or smaller than (100% - percentage of the sum of the other two

types).
Configuration Steps
N  configuring the Maximum Bandwidth for Each Type of Packets

® (Mandatory) Manage, Route, and Protocol packets share the same default bandwidth. For details, see the Product Features.

®  Support the global configuration mode on the AP device.
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Command cpu-protect sub-interface { manage | protocol | route } pps pps_value
Parameter manage: Specifies Manage packets.
Description protocol: Specifies Protocol packets.

route: Specifies Route packets.

pps_value: Indicates the rate limit, ranging from 1 to 100,000.

Defaults For the AP devices, the default rate limit of manage, protocol and route packets is 3,000 pps.
Command Global configuration mode
Mode

Usage Guide N/A

AN Configuring the Maximum Percentage of Each Type of Packets in the Queue

® (Mandatory) By default, Manage packets occupy 30% of the bandwidth, Route packets occupy 40%, and Protocol packets
occupy 25%.

®  Support the global configuration mode on the AP device.

Command cpu-protect sub-interface { manage | protocol | route } percent percent_value
Parameter manage: Specifies Manage packets.
Description protocol: Specifies Protocol packets.

route: Specifies Route packets.

percent_value: Indicates the percentage of a type of packets in the queue, ranging from 1 to 100.
Defaults manage: 30%

protocol: 25%

route: 40%

Command Global configuration mode
Mode
Usage Guide The valid percentage range of a type of packets must be equal to or smaller than (100% - percentage of the sum of

the other two types).
Configuration Example
N Prioritizing Packets Sent to the CPU Through Centralized Distribution
Scenario ® Various types of mass packets exist in the network and belong to different centralized types.

Configuration ® Configure the maximum bandwidth for each type of packets.

Steps ® Configure the maximum percentage of each type of packets in the queue.
FS# configure terminal
FS(config)# cpu-protect sub-interface manage pps 5000

FS(config)# cpu-protect sub-interface manage percent 25

Verification Omitted.
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3.4.8 Configuring NFPP Log Information

Configuration Effect

NFPP obtains a log from the dedicated log buffer at a certain rate, generates a system message, and clears this log from the

dedicated log buffer.
Notes
Logs are continuously printed in the log buffer, even if attacks have stopped.

Configuration Steps

N  configuring the Log Buffer Capacity
® Mandatory.
® If the log buffer is full, new logs are discarded and a corresponding prompt is displayed.

® If the log buffer overflows, subsequent logs are discarded and an entry with all attributes marked with a hyphen (-) is displayed

in the log buffer. The administrator needs to increase the log buffer capacity or the system message generation rate.

®  Support the global configuration mode on the AP device.

Command log-buffer entries number

Parameter number: Indicates the buffer size in unit of the number of logs, ranging from 0 to 1024.
Description

Defaults The default buffer size is 256.

Command NFPP configuration mode

Mode

Usage Guide -

A Configuring the System Message Generation Rate

® Mandatory.

®  The system message generation rate depends on two parameters: the time segment length and the number of system

messages generated in the time segment.

® If both of the preceding two parameters are set to 0, system messages are immediately generated for logs but are not stored in

the log buffer.

®  Support the global configuration mode on the AP device.

Command log-buffer logs number_of_message interval length_in_seconds
Parameter number_of_message: Ranges from 0 to 1,024. The value 0 indicates that all logs are recorded in the log buffer and
Description no system message is generated.

length_in_seconds: Ranges from 0 to 86,400 (1 day). The value 0 indicates that logs are not recorded in the log
buffer but system messages are instantly generated. This also applies to number_of_message and
length_in_seconds.
number_of_message/length_in_second: Indicates the system message generation rate.

Defaults The default value of number_of_message is 1 and the default value of length_in_seconds is 30.

Command NFPP configuration mode

Mode
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Usage Guide

N  Enabling Log Filtering

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

(Optional) Log filtering is disabled by default.
Logs can be filtered based on a port or VLAN.
If log filtering is enabled, logs not meeting the filtering rule are discarded.

Support the global configuration mode on the AP device.

logging vlan vian-range

vlan-range: Records logs in a specified VLAN range. The value format is "1-3,5 for example.

All logs are recorded by default.

NFPP configuration mode

Run this command to filter logs so that only logs in the specified VLAN range are recorded. Between port-based

log filtering and VLAN-based log filtering, if either rule is met, logs are recorded in the log buffer.

logging interface interface-id

interface-id: Records logs of a specified port.

All logs are recorded by default.

NFPP configuration mode

Run this command to filter logs so that only logs of the specified port are recorded. Between port-based log

filtering and VLAN-based log filtering, if either rule is met, logs are recorded in the log buffer.

Configuration Example

N CPU Protection Based on ND Guard

Scenario

Configuration

Steps

Verification

® If there are too many attackers, log printing will affect the usage of user interfaces and must be restricted.

® Configure the log buffer capacity.
® Configure the system message generation rate.

® Configure VLAN-based log filtering.
FS# configure terminal

FS(config)# nfpp

FS (config-nfpp)#log-buffer entries 1024

FS (config-nfpp)#log-buffer logs 3 interval 5

FS (config-nfpp)#logging interface vlan 1

®  Run the show nfpp log summary command to display the configurations.
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Total log buffer size : 1024

Syslog rate : 3 entry per 5 seconds

Logging:

VLAN 1

6&Fs

®  Run the show nfpp log buffer command to display logs in the log buffer.

Protocol VLAN Interface

IP address MAC address

ARP 1 Gi0/5

3.5 Monitoring

Clearing

192.168.206.2

Reason

001a.a9¢2.4609

Timestamp

SCAN 2013-5-1 5:4:24

Clears the ARP guard scanning table.
Clears monitored hosts in ARP guard.
Clears monitored hosts in IP guard.
Clears monitored hosts in IMCP guard.
Clears monitored hosts in DHCP guard.
Clears monitored hosts in DHCPv6
guard.

Clears logs.

Displaying

clear nfpp arp-guard scan
clear nfpp arp-guard hosts
clear nfpp ip-guard hosts
clear nfpp icmp-guard hosts
clear nfpp dhcp-guard hosts
clear nfpp dhcpv6-guard hosts

clear nfpp log

Displays configuration parameters of
ARP guard.

Displays monitored hosts of ARP guard.
Displays the ARP guard scanning table.
Displays trusted hosts in ARP guard.
Displays configuration parameters of IP
guard.

Displays monitored hosts in IP guard.
Displays trusted hosts in IP guard.
Displays configuration parameters of
ICMP guard.

Displays monitored hosts in ICMP
guard.

Displays trusted hosts in ARP guard.
Displays configuration parameters of
DHCP guard.

Displays monitored hosts in DHCP

show nfpp arp-guard summary

show nfpp arp-guard hosts
show nfpp arp-guard scan
show nfpp arp-guard trusted-host

show nfpp ip-guard summary
show nfpp ip-guard hosts

show nfpp ip-guard trusted-host
show nfpp icmp-guard summary

show nfpp icmp-guard hosts

show nfpp icmp-guard trusted-host

show nfpp dhcp-guard summary

show nfpp dhcp-guard hosts
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guard.

Displays trusted hosts in DHCP guard.

Displays configuration parameters of
DHCPv6 guard.

Displays monitored hosts in DHCPv6
guard.

Displays trusted hosts in DHCPv6
guard.

Displays configuration parameters of
ND guard.

Displays trusted hosts in ND guard.
Displays NFPP logs.

Displays the NFPP log buffer.

Command

show nfpp dhcp-guard trusted-host
show nfpp dhcpv6-guard summary

show nfpp dhcpv6-guard hosts

show nfpp dhcpv6-guard trusted-host

show nfpp nd-guard summary

show nfpp nd-guard trusted-host

show nfpp log summary

show nfpp log buffer [statistics]
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WLAN QoS Configuration

1. Configuring WLAN QoS

6&Fs
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1 Configuring WLAN QoS
1.1 Overview

WLAN QoS (WQoS) is a wireless bandwidth control technology. It involves rate limiting and fair scheduling,.

Rate limiting is used to limit the traffic of access points (APs), WLAN, or STAs, thus preventing the traffic from exceeding a specified
range. Rate limiting is applicable to scenarios where some STAs occupy too much bandwidth and other STAs do not have sufficient

bandwidth.

Fair scheduling, by dividing the time equally, resolves the problem that some nodes occupy the air interfaces for a longer time,

particularly low-rate nodes. Fair scheduling is applicable to all wireless networks.
Protocols and Standards

®  |EEE 802.11e-2005: Amendment 8: Medium Access Control (MAC) Quality of Service Enhancements, IEEE Computer Society

®  Wi-Fi: WMM Specification version 1.1
1.2 Applications

N/A

1. 3 Features

Basic Concepts

A  Rate Limiting

To better utilize the limited network resources and serve more users efficiently, the access device need to support rate limiting.

When the traffic rate conforms to the committed rates, packets are allowed to pass; otherwise, packets are discarded.
The following parameters are used to evaluate the traffic:
®  Average Data Rate: It is the average flow rate that is allowed. It is also called committed information rate (CIR).

®  Burst Data Rate: It is the maximum acceptable rate of each burst data, also called committed burst size (CBS).The configured
CBS must be greater than the maximum packet length, that is, the maximum rate at which data is sent in a period of 10 milliseconds.

(The CBS in the unit of Kbps is equal to the maximum traffic in a period divided by 10 milliseconds).

N  Fair Scheduling

Fair scheduling allows STAs in the same frequency band of the same AP to share the wireless network resources provided by the AP
fairly. The fair scheduling function can prevent low-speed STAs from decreasing the throughput of the entire wireless network, and
provide smoother network experience for STAs. Besides, the fair scheduling function provides users with better experience by
monitoring changes in the traffic of each STA intelligently and adjusting the proportion of the wireless bandwidth used by each STA
dynamically. In software version later than 10.4(1T19)p1, different priorities can be configured for STAs in fair scheduling so that

specified users can preferentially enjoy the wireless bandwidth.

Overview

| Feature ___ Descripton .|
Rate Limiting Limit the rates of an AP, a WLAN, or a STA to that the rate does not exceed the limit.
Fair Scheduling Associate a STA with other STAs in the same frequency band of the same AP to share the wireless network
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resources provided by the AP, thus sharing the bandwidth of the wireless network in a fair manner.

1.3.1 Rate Limiting

Rate limiting is used to limit the rates of an AP, a WLAN, or a STA to ensure that the rate does not exceed a certain range.
Working Principle
Rate limiting is implemented based on the token bucket.

®  The token bucket records the number of bytes that can pass in a certain period of time.

® In each period, the number of data bytes that can pass is calculated based on the configured CIR and CBS, thereby adjusting

the size of the token bucket.

®  When a packet arrives, the packet size in bytes is compared with the size of the token bucket. When the packet size is smaller
than that of the token bucket, the packet is allowed to pass, and the token bucket size decreases with the corresponding amount.
When the packet size is greater than that of the token bucket, the packet will be buffered and transmitted after obtaining permission

by the token bucket. Packet buffering is also known as Traffic Shaping smoothening the traffic with low fluctuation.

®  Currently, on an AP, Traffic Shaping is used to implement rate limiting of an AP, a STA, or a WLAN.
1.3.2 Fair Scheduling

Fair scheduling, by dividing the time equally, resolves the problem that some nodes occupy the air interfaces for a longer time,

particularly low-rate nodes.
Working Principle

Owing to the special characteristics of the wireless network, STAs (including APs) on the same network share the air interface
resources, which is also a bottleneck of STA performance. This is one of the differences between the wired and wireless networks.
Traditional packet scheduling often adopts the first in first out (FIFO) mode. On one wireless network, every STA that needs to
transmit data want to occupy the air interface resources whenever possible. Transmission of overwhelming low-rate packets results
in long-time occupation of the air interfaces. Thereby, the lasting queue take-up causes packet loss and degrades the overall

performance of the network.

In the real wireless scenarios, STAs often differ in types and performance. Consequently, some STAs always cannot obtain the

resources, or get super slow response. What is worse, these STAs cannot access the network, which seriously affects user experience.

To settle the problems, it is essential to ensure that each STA is able to obtain resources on air interfaces fairly. That is, every STA that
needs to transmit data can occupy the air interfaces for a fair period of time. Fair scheduling of the wireless links can be achieved by
ways as follows: Predict the traffic of every STA based on the STA-specific information (such as negotiated rates and aggregation
types) and the valid bytes of packets, convert the traffic to the number of packets that can be transmitted by every STA, and adjust
the allowed packet number to allocate the bandwidth to every STA over the air interfaces and implement traffic shaping. With fair
scheduling, each STA occupies the air interfaces for an equal period of time, which effectively avoids poor performance of some STAs

and thus improves user experience.

1.4 Configuration

Description and Command

Configuring Rate Limiting A (Mandatory) It is used to enable rate limiting.
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Description and Command

wlan-based Configures WLAN-based rate limiting on an AC.
wlan-qos ap-based Configures AP-based rate limiting on an AP.
wlan-qos netuser Configures STA-based rate limiting on an AP.
wlan-qos wlan-based Configures WLAN-based rate limiting on an AP.

A (Mandatory) It is used to enable fair scheduling.

fair-schedule Enables fair scheduling.
Configuring Fair Scheduling

& (Optional) It is used to adjust the STA priority during fair scheduling.

sta-fair Configures the fair scheduling priority of a STA.
1.4.1 Configuring Rate Limiting

Configuration Effect

®  Only the committed resource is allocated to a stream based on the actual situation of the network, which prevents network

congestion caused by burst stream.

Notes

®  Onafat AP, CLI commands are configured in global configuration mode.
Configuration Steps

AY| Configuring AP-based Rate Limiting

® Mandatory.

®  Onafat AP, run the wlan-qos ap-based command in global configuration mode to configure AP-based rate limiting.

Command wlan-qos ap-based { per-user-limit | total-user-limit } { down-streams | up-streams } average-data-rate
average-data-rate burst-data-rate burst-data-rate
wlan-qos ap-based total-user-limit { down-streams | up-streams } intelligent

Parameter per-user-limit: Indicates that rate limiting is implemented on every STA on the AP.

Description total-user-limit: Indicates that rate limiting is implemented on all STAs on the AP.
intelligent: Indicates whether rate limiting is implemented on all STAs on the AP intelligently.
down-streams: Indicates that rate limiting is implemented on the downlink traffic of the AP.
up-streams: Indicates that rate limiting is implemented on the uplink traffic of the AP.
average-data-rate: Indicates CIR. The unit is 8 Kbps. The value ranges from 8 to 261,120.
burst-data-rate: Indicates CBS. The unit is 8 Kbps. The value ranges from 8 to 261,120.

Defaults By default, rate limiting is not configured. If total-user-limit is configured, intelligent rate limiting is disabled by
default.

Command Global configuration mode

Mode

Usage Guide N/A

N configuring STA-based Rate Limiting

® Mandatory.
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®  Onafat AP, run the wlan-qos netuser command in global configuration mode to configure STA-based rate limiting.

Command wlan-qos netuser mac-address { inbound | outbound } average-data-rate average-data-rate burst-data-rate
burst-data-rate
Parameter mac-address: Indicates the MAC address of a STA.
Description inbound: Indicates that rate limiting is implemented on the uplink traffic of a STA.
outbound: Indicates that rate limiting is implemented on the downlink traffic of a STA.
average-data-rate: Indicates CIR. The unit is 8 Kbps. The value ranges from 8 to 261,120.
burst-data-rate: Indicates CBS. The unit is 8 Kbps. The value ranges from 8 to 261,120.

Defaults By default, rate limiting is not configured.
Command Global configuration mode
Mode

Usage Guide N/A

AN Configuring WLAN-based Rate Limiting

® Mandatory.

®  Onafat AP, run the wlan-qos wlan-based command in global configuration mode to configure WLAN-based rate limiting.

Command wlan-qos wlan-based { wian-id | ssid } { per-user-limit | total-user-limit } { down-streams | up-streams }
average-data-rate average-data-rate burst-data-rate burst-data-rate
wlan-qos wlan-based { wlan-id | ssid } total-user-limit { down-streams | up-streams } intelligent
Parameter per-user-limit: Indicates that rate limiting is implemented on every STA on the WLAN.
Description total-user-limit: Indicates that rate limiting is implemented on all STAs on the WLAN.
intelligent: Indicates whether rate limiting is implemented on all STAs on the WLAN intelligently.
per-ap-limit: Indicates that AP-based rate limiting is implemented.
down-streams: Indicates that rate limiting is implemented on the downlink traffic of the WLAN.
up-streams: Indicates that rate limiting is implemented on the uplink traffic of the WLAN.
average-data-rate: Indicates CIR. The unit is 8 Kbps. The value ranges from 8 to 261,120.
burst-data-rate: Indicates CBS. The unit is 8 Kbps. The value ranges from 8 to 261,120.
Defaults By default, rate limiting is not configured.
Command Global configuration mode
Mode

Usage Guide N/A
Verification

N/A

Configuration Example

N/A
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1.4.2 Configuring Fair Scheduling

Configuration Effect

®  The fair scheduling function can prevent low-speed STAs from decreasing the throughput of the entire wireless network, and

provide smoother network experience for STAs.
Notes

®  Onafat AP, configure fair scheduling in global configuration mode, and run the show running-config command to display

the configurations.
Configuration Steps

N  Enabling Fair Scheduling

® Mandatory.
®  On afat AP, run the fair-schedule command in global configuration mode to enable fair scheduling.

®  Enabling fair scheduling can allocate time to STAs in a fair manner.

Command fair-schedule

Parameter N/A

Description

Defaults By default, fair scheduling is enabled.
Command Global configuration mode

Mode

Usage Guide N/A

AY| Configuring the Fair Scheduling Priority

®  (Optional) Perform this configuration if you need to change the fair scheduling priority of a STA.

® Onafat AP, run the sta-fair command in global configuration mode to configure the fair scheduling priority.

Command sta-fair mac-address priority priority

Parameter mac-address: Indicates the MAC address of a STA.

Description priority: Indicates the priority. The value ranges from 1 to 6.

Defaults By default, the priority is 1 for all STAs. A greater value indicates a higher priority, and a higher priority indicates that a

longer time is allocated to the STA.
Command Global configuration mode
Mode
Usage Guide N/A

Verification

®  Run the show ap-config run command to display the configurations.
Configuration Example

N/A
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1.5 Monitoring

Displaying

N/A
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1 Configuring FAT APs
1.1 Overview

An Access Point (AP) is wireless equipment used to control and manage wireless clients.

When frames are transmitted between wireless clients and a LAN, wireless-to-wired and wired-to-wireless transitions are

implemented, during which an AP plays the role of a bridge.
Two types of APs are available: Fat Access Points (FATAPs) and Fit Access Points (FITAPs).

®  AFAT AP is suitable for family and small-scaled networks and provides full features. Generally, one device can implement

access, authentication, routing, VPN, address translation, and even the firewall functions.

®  AFIT-AP is suitable for large-scale wireless network deployment. A dedicated wireless controller is needed to provide unified
management. A FIT-AP can be used only after the wireless controller delivers configurations and it cannot complete

configuration by itself.
Protocols and Standards

®  |EEE Std 802.11-2012:Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specifications

1.2 Applications

Application

Configuring a Single BSS A simplest WLAN can be created through a single Basic Service Set (BSS). All wireless
clients are within the same BSS.

Configuring Multiple ESSs Multiple Extended Service Sets (ESSs), which are logic management domains, may be
available in a network. When a mobile user accesses a FATAP, the user can be added to an
available ESS.

Configuring Single ESS and Multiple A FATAP may support more than one band in single logic management. All bands support

BSSs (Multiple RF Bands) the same service set (within the same ESS); however, the bands have different logic

coverage ranges because they belong to different BSSs.
1.2.1 Configuring a Single BSS

Scenario

The range covered by an AP is called a BSS. Each BSS is identified by a BSSID. A simplest WLAN can be created through a single BSS.
All wireless clients are within the same BSS. If these wireless clients are assigned the same rights, they can communicate with each
other. They can access each other and access hosts in the network. The communication between wireless clients within the same BSS

is implemented through a FATAP.
As shown in Figure 1-1, Client1 and Client2 access the 2.4 GHz band and are within BSS1.

® Client1 and Client2 can access each other and access hosts in the network.

Figure 1-1
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Remarks Radio1 is the first RF interface of the FATAP.
Client1 and Client2 are wireless clients.

The FAT AP, Client1 and Client2 comprise BSS1 and BSS1 belongs to ESS1.

Deployment

®  Run the IEEE802.11 protocol on the FAT AP, Client1 and Client2 to implement access and authentication of the wireless clients.
®  Configure and manage the FAT AP.

® Run802.11aor 802.11b on the FAT AP because the FAT AP provides on Radio 1.

®  (reate only one WLAN on the FAT AP, namely, ESS1. ESS1 must be mapped to Radio1, namely BSS1.

1.2.2 Configuring Multiple ESSs

Scenario

A multiple-ESS topology applies to a network where multiple logical management domains (ESSs) are available. When a mobile user

accesses a FAT AP, the user can be added to an available ESS.

Generally, a FAT AP provides multiple logical ESSs. The FAT AP broadcasts the current information of the ESSs configured on the FAT

AP by sending beacon or probe response frames in the network. Clients can select ESSs for access based on actual requirements.

Different ESS domains can be configured on the FAT AP. After being configured, the FAT AP is allowed to announce and accept users

in the ESS domains after the users are authenticated.

As shown in Figure 1-2, Client1 and Client 2 access the 2.4 GHz band. Client1 belongs to ESS1 whereas Client2 belongs to Client2.
Client1 belongs to BSS1 whereas Client2 belongs to BSS2.

Figure 1-2
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Radio1 is the first RF interface of the FATAP.
Remarks

Client1 and Client2 are wireless clients.
The FATAP and Client1 comprise BSS1 and BSS1 belongs to ESS1.
The FATAP and Client2 comprise BSS2 and BSS2 belongs to ESS2.

Deployment

®  Run the IEEE802.11 protocol on the FAT AP, Client1 and Client2 to implement access and authentication of the wireless clients.
® Configure and manage the FAT AP.
® Run 802.11a or 802.11b on the FAT AP because the FAT AP provides only Radio 1.

®  (Create two WLANSs on the FAT AP, namely, ESS1 and ESS2. Both the two WLANSs are mapped to Radio1, namely BSS1 and BSS2.

1.2.3 Configuring Single ESS and Multiple BSSs (Multiple RF Bands)

Scenario

A FAT AP may support more than one band in a single logic management domain. All bands support the same ESS, but belong to
different BSSs; therefore, their physical coverage ranges are different. This networking also applies to scenarios where both 802.11a

and 802.11b/g need to be supported.

As shown in Figure 1-3, Client1 accesses the 2.4 GHz band, and Client2 accesses the 5 GHz band. Client1 and Client2 belong to the
same ESS1, but Client 1 belongs to BSS1 and Client2 belongs to BSS2.
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Figure 1-3
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Radio1 is the first RF interface of the FAT AP.

Remarks
Radio2 is the second RF interface of the FAT AP.
Client1 and Client2 are wireless clients.
The FAT AP and Client1 comprise BSS1 and BSS1 belongs to ESS1.
The FAT AP and Client2 comprise BSS2 and BSS2 belongs to ESS1.
Deployment

Run the IEEE802.11 protocol on the FAT AP, Client1 and Client2 to implement access and authentication of the wireless clients.

Configure and manage the FAT AP.

The FAT AP provides two RF interfaces, namely, Radio1 and Radio2. Run 802.11b for Radio 1 and run 802.11a for Radio 2.

Create two WLANSs on the FAT AP, namely, ESS1 and ESS2. ESS1 is mapped to Radio1, namely, BSS1; ESS2 is mapped to Radio2,
namely, BSS2.

1. 3 Features

Basic Concepts

N wLAN

A Wireless Local Area Network (WLAN) is a network that connects computers by using the wireless communication technology to
implement communication and resource sharing. The essential feature of a WLAN is that it does not connect computers to a network
by using communication cables, but using a wireless mode. In this way, a WLAN makes network setup and terminal mobility more

flexible.

N Ac

Access Category (AC): An AC is the label of a universal EDCA parameter set. Different ACs have different priorities for accessing media

due to different EDCA parameters.

AV V)
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Access Point (AP): An AP is used for wireless terminals to access a wired network, which is the communication bridge between the

wireless terminals and wired network.

N sTA

Wireless users: users using wireless terminals for accessing a network.

N Bss

The coverage range of an AP. Each BSS is identified by a BSSID. The simplest WLAN comprises one BSS and all wireless clients are

within the same BSS. If these wireless clients are assigned the same rights, they can communicate with each other.

N Ess

Extended Service Set (ESS): comprises all clients within the same logical management domain. One ESS may contain multiple BSSs.

N ssip

Service Set Identifier (SSID), also referred to as ESSID: It is used to distinguish different networks, that is, identifying an ESS. An SSID
contains a maximum of 32 characters. A WNIC configured with different SSIDs can access different networks. SSIDs are usually
broadcasted by an AP or a wireless router. The scanning function delivered with the XP can be used to view SSIDs within the current
area. In consideration of security, SSIDs may not be broadcasted. In this case, users need to manually set SSIDs to access

corresponding networks. To be simple, an SSID is the name of a WLAN. Only computers with the same SSID can communicate with

each other.
Overview
| Featuyre ______________ Descripton |
Creating a WLAN Creates a WLAN and associate the WLAN to an SSID.
Mapping a WLAN to Wireless Devices Specifies a virtual wireless device used by the WLAN.
Deploying and Optimizing the Network Sets the RF parameters of the wireless device to deploy and optimize the wireless
network.
Setting E-bag Parameters Sets the e-bag parameters of the AP and associated RF interfaces.
Configuring Link Integrity Check Enables or disables the link integrity check function.

Configuring a WLAN by Using the Provides the one-key WLAN configuration function for an empty device to implement

One-Key Mode fast configuration.
1.3.1 Creating a WLAN

Before a FAT AP provides wireless access services for wireless clients, a WLAN must be created first.
Working Principle

N  Planning WLAN Subnets

In a wireless network, users can divide the network into multiple WLAN subnets by creating WLANs and specify the functions and

attributes of the WLANs in the WLAN configuration mode, thus providing different network services for wireless users.

N Associating an SSID
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When a WLAN is created, an SSID must be associated with the WLAN. An SSID is only the name of a network service domain. One

SSID may map to one or more WLANSs.

N  Broadcasting SSIDs

In a WLAN, the AP regularly broadcasts the SSID information to announce existence of the wireless network. An STA can discover a
WLAN by searching for its SSID using a WNIC. To prevent illegal users from discovering WLANs by means of SSID broadcasting and

establishing illegal connections, the SSID broadcasting can be disabled.

N Multicast Rate

A multicast rate is a rate used when an AP sends multicast packets to STAs in a WLAN. The higher the multicast rate, the higher the
network performance, the higher requirement for the signal-noise ratio, and the higher the multicast packet loss ratio of wireless
terminals. On the other hand, the lower the multicast rate, the lower the network performance, the lower requirement for the

signal-noise ratio, and the lower the multicast packet loss ratio of wireless terminals.
1.3.2 Mapping a WLAN to Wireless Devices

After a WLAN is created, the WLAN needs to use wireless devices for wireless transmission.

Working Principle

N configuring a dot11radio Subinterface

A dot11radio subinterface is a virtual wireless device, whose functions are basically the same as those of a physical wireless device.

AN Configuring a VLAN Encapsulated by a dot11radio Subinterface

VLAN attributes are needed when wireless packets of wireless devices are transferred in a wired network.

N Mapping a WLAN ID to a dot11radio Subinterface

Specify the virtual wireless devices to be used by a WLAN for wireless transmission.
1.3.3 Deploying and Optimizing the Network

After a WLAN is mapped to a wireless device, the RF parameters of the wireless device need to be set for deploying and optimizing

the network.
Working Principle

A  configuring the DTIM Period

Delivery Traffic indication Map (DTIM) is a flag bit in a beacon frame, which indicates the interval at which an AP sends broadcast
frames or multicast frames. When a wireless terminal is in the sleepmode, the AP automatically caches the data received within the

DTIM interval. When the DTIM interval expires, the AP sends the cached data to the wireless terminal.

The DTIM period is a certain number of beacon frames that are sent. If the DTIM period is set to 3, the AP sends broadcast frames or

multicast frames after every three beacon frames are sent.

A  Configuring the U-APSD Power-Saving Mode

U-APSD is an improvement on the original power-saving mode. During association, a client can specify the triggering attribute for

some ACs, the sending attribute for some ACs, and the maximum number of packets that can be sent after triggering. The triggering
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and sending attributes can also be modified when the connection admission control is used to create a stream. After a client enters
the sleep mode, packets of the ACs with the sending attribute sent to the client are cached in the sending cache queue. The client
needs to send packets of the ACs with the triggering attribute to obtain packets in the sending cache queue. After receiving
triggering packets, the AP sends the packets in the sending queue based on the number of sending packets determined during
access. The ACs without the sending attribute still use the conventional modes defined in 802.11 for storage and transmission.

A Configuring A-MPDU Aggregation

The 802.11n standard uses the A-MPDU aggregation frame format. One A-MPDU frame is aggregated from multiple MPDU frames, in
which only one PHY header is retained while all the other PHY headers are deleted. In this way, the A-MPDU frame format reduces
the additional information in PHY headers of each MPDU to be transmitted, as well as the number of ACK frames, thus reducing the

load on the protocol and effectively improving the network throughput.

N  Transmission Standards

802.11 is an industrial standard defined by IEEE for WLAN communication. With continuous supplementation and improvement of

this standard, the 802.11X standard series are derived. The standard series comprise 802.11b\a\g\n, which are described as follows:
1.802.11b

This standard operates at the 2.4 GHz band, provides the highest data transmission rate of 11 Mbit/s, or reduces the transmission rate

to 5.5, 2, or 1 Mbit/s as required.
2.802.11a

This standard operates at the 5 GHz band, provides the highest data transmission rate of 54 Mbit/s, or reduces the transmission rate

to 48, 36, 24, 18, 12, 9 or 6 Mbit/s as required.
3.802.11g

This standard operates at the 2.4 GHz band, provides the highest data transmission rate of 54 Mbit/s, or reduces the transmission rate

to 48, 36, 24, 18, 12, 9 or 6 Mbit/s as required. Devices supporting 802.11g are backward-compatible with 802.11b.

4.802.11n

This standard operates both at 2.4 GHz and 5 GHz bands, and provides the highest data transmission rate of 600 Mbit/s. Devices
supporting 802.11n are backward-compatible with 802.11a/b/g.

N mcs

The RF rate of 802.11n is configured through the index of Modulation and Coding Scheme (MCS). The MCS table is a representation
form in which 802.11n expresses the communication rate of a WLAN. MCS uses the factors that affect communication rates as the
columns and the MCS indexes as the rows to form a rate table. Therefore, each MCS index corresponds to physical transmission rates

under a group of parameters. For complete description about the MCS rate table, see IEEE P802.11n D2.00.

N  configuring the Range of Wireless Users Accessing an AP
An STA searches for APs by means of active scanning or passive scanning.

®  Active scanning: An STA sends a Probe Request frame to an AP for access. The AP verifies the validity of the request and then

sends a Probe Response frame.

®  Passive scanning: An AP regularly broadcasts beacon frames. The STA attempts to access the AP after monitoring the beacon

frames.
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To control the network coverage of an AP and improve the transmission quality of wireless signals, you may limit STAs that can
access the AP. Firstly, control the range of beacon frames broadcasted by the AP to reduce access of remote STAs. Secondly, control
the minimum value of RSSI when STAs access the AP. If the RSSI of a request frame received from an STA is smaller than the minimum
value, the STA cannot access the AP. Thirdly, control the minimum value of RSSI when STA data is transmitted. When the RSSI of a
data frame received from an STA is smaller than this value, the STA is kicked off so that the STA can access an AP with better wireless

signals.

N  configuring STA Aging

When an STA accesses a WLAN, the system automatically sets the aging time for the STA. If no information is received from this STA

within the aging time, it is assumed that the STA has left the WLAN and the system deletes the STA from the network.

N  cConfiguring Wireless Channels

A wireless channel is a medium channel for transmitting RF signals between an AP and STA. Different countries and bands support
different channels. In China, the 2.4 GHz band can be configured with 13 channels (channels 1, 2, 3...and 13); the 5 GHz band can be
configured with 24 channels (channels 36, 40, 44, 48, 52, 56, 60, 64, 100, 104, 108, 112, 116, 120, 124, 128, 132, 136, 140, 149, 153, 157,
161 and 165). At the 2.4 GHz band, overlapped channels may cause interference for each other. To avoid conflict of wireless signals, it
is recommended that non-overlapped channels (such as channels 1, 6, and 11) be configured. At the 5 GHz band, the 24 channels are

not overlapped and do not cause interference for each other.

N  configuring Packet Fragmentation

To improve the success ratio of transmission, the IEEE 802.11 MAC protocol allows to fragment packets for transmission.
Fragmenting packets according to fragmentation thresholds can reduce the chance of interference and reduce bandwidth waste

even upon re-transmission.

N RTS/CTS

To avoid signal conflict that causes data transmission failure, the IEEE 802.11 MAC protocol provides the Request To Send/Clear To
Send (RTS/CTS) handshake protocol. Assuming that STA A needs to send data to STA B, STA A first sends an RTS frame to STA B. If STA
B allows STA A to send the data, STA B sends a CTS frame to STA A. After receiving the CTS frame, STA A starts sending data to STA B.
If multiple STAs need to send RTS frames to the same STA to request for data sending, only STAs that receive CTS frames can send

data, and STAs that do not receive CTS frames suffer from channel conflict by default and can send RTS frames after a period of time.

If each STA performs RTS/CTS handshake before sending data each time, excessive RTS frames may occupy channel bandwidth, the
user can set a RTS threshold to specify the frame length of data for sending. If the frame length of data sent by an STA is smaller than

the set RTS Threshold, RST/CTS handshake does not need to be performed.

N Beacon

In a WLAN, an AP regularly sends beacon frames. A beacon frame controls information about this AP. STAs can discover the WLAN by

receiving beacon frames.

N  cConfiguring the Preamble Type

A preambile is a set of bits in the header of a packet, used to synchronize transmission signals between the sending and receiving
ends. The user can configure preamble type (long or short) supported by an AP. The time for transmitting frames with long preamble

is long and the time for transmitting frames with short preamble is short.

N  cConfiguring the Timeslot Type
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In a WLAN, to avoid channel contention caused by multiple STAs that send data at the same time, the STAs need to check whether
channels are idle before sending data. If detecting that a channel is idle, an STA does not send data immediately but waits for a
backoff time. A backoff time is a random integer multiple of a slot time (an operation time unit in the MAC protocol). Assuming that a
random value is 3, the system automatically decreases the value by 1 after each slot time. The STA starts sending data when the

value is equal to 0. Therefore, reducing slot time can reduce the overall backoff time and thus increase network throughput.

N  configuring the Channel Bandwidth

802.11n binds two bandwidths of 20 MHz into one bandwidth of 40 MHz. In actual operation, the bandwidth of 40 MHz can be used
as two bandwidths of 20 MHz (one primary bandwidth and one secondary bandwidth). During data sending and receiving, the two
bandwidths can be used as one bandwidth of 40 MHz or two separate bandwidths of 20 MHz. In this way, the rate can be doubled,

which can improve the throughput of a WLAN.

A  Configuring the Protection Interval

802.11n provides a mechanism for shortening the protection interval and enabling a short protection interval. The protection

interval is shortened from 0.8 s to 0.4 s.

802.11ax provides three protection intervals: 0.8 ps, 1.6 ps, and 3.2 us. A longer protection interval is used for longer-distance

outdoor data transmission.

A  cConfiguring the Country Code

A country code is used to identify a country where radio frequencies reside. The bands, channels, and power vary with country codes.
Before configuring an AP, it is required to specify the country code supported by this AP. If the configured country code changes, the

corresponding bands, channels and power also change.

N  Configuring the Receiving and Transmitting Modes of Antennas

An AP uses different quantities of antennas for data receiving and transmitting. In this way, the AP can transmit signals in the double

spatial stream mode or three spatial stream mode over 802.11n, thus improving the data transmission performance of the AP.

N  Configuring an Internal Antenna and External Antenna

An internal antenna is an antenna that is integrated inside the enclosure of an AP. An external antenna is an antenna that can be
connected through the reserved hardware interface of an AP. Under the same transmission power, an external antenna provides a

longer distance of transmission than an internal antenna.

N  Omnidirectional Antenna and Directional Antenna

An omnidirectional antenna radiates equally in all directions. A directional antenna radiates in specific directions with a cone-shaped

radiation range.

N  Configuring the Allowable Longest Distance Between anRFInterface of an AP and a Wireless Transmission Peer

Wireless signals are transmitted in space at the optical speed. The longer distance between an RF interface of an AP and a wireless
transmission peer, the longer time needed for transmitting wireless packets in space, and the longer the timeout duration needed
for the AP to wait for ACK and CTS frames to be received. Therefore, it is necessary to adjust the timeout duration according to the
distance between the RF interface of the AP and the wireless transmission peer; otherwise, wireless data transmission cannot be
performed. However, the timeout duration cannot be excessively long; otherwise, the excessive timeout duration may cause air

interface resource waste when the AP does not receive ACK and CTS frames.
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N mecell

The Mcell function reduces the receiving sensitivity or ensures the air interface concurrent transmission effect in dense deployment

scenarios by disabling the radio low noise amplifier (LNA).
1.3.4 Setting E-bag Parameters

Set the e-bag parameters of the AP and associated RF interfaces.
Working Principle

In a scenario using e-bag, it is often necessary to configure some commands to achieve better experience. The one-key e-bag

network optimization command can be used for fast configuration.

N  AmPDU

A-MPDU aggregation.

N LpbPC

Low Density Parity Check (LDPC) is a type of excellent linear error correction code that is easy to implement and with low system
complexity. LDPC is a Forward Error Correction (FEC) coding technology which can increase the coding reliability and coding gain.
This technology was developed at the beginning of 1960s. It can be used to transmit information among noisy frequencies with
amounts of background or damaged content. When being used in frequencies with seriously noisy interference, this technology can
significantly reduce the risk of information losses. However, a few terminals are not compatible with LDPC, which causes packet

losses.

N sTBC

Space Time Block Coding (STBC) is a coding technique in wireless communication that improves data transmission reliability by
using time and space diversities when multiple duplicates of data are transmitted at different moments and through different

antennas. However, some terminals cannot be effectively compatible with STBC.

AY| Configuring the Number of AMPDU Software Re-transmission Times

The purpose of configuring the number of AMPDU software re-transmission times is to avoid sub-frame loss in wireless transmission.
The larger the number of AMPDU software re-transmission times, the lower the probability of sub-frame loss. However, excessive
re-transmission times may cause increase of air interface load and decrease of real-time performance of other packets in the air. To
avoid packet loss when the sub-frame loss probability is high, you can set the number of AMPDU software re-transmission times to a

greater value.

N  AMPDU-RTS

The RTS protection for AMDPU can avoid AMPDU packet conflict at air interfaces due to hidden nodes, which may cause waste of air
interface resources. However, RTS interaction consumes air interfaces; therefore, this function may cause negative effect in most
application scenarios and is disabled by default. The RTS protection for AMDPU needs to be enabled only when the waste of air

interface resources caused by hidden nodes is greater than that caused by RTS interaction.
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1.3.5 Configuring Link Integrity Check

As a wireless access device, an AP plays a role similar to a part of the physical layer and MAC. Generally, an AP does not provide the
switch function. Regarding the hardware structure, a FAT AP or FIT-AP has only one uplink wired link, which is the data channel for all

accessed STAs. If this uplink wired link is broken due to a fault, all STAs that access this AP cannot connect to an external network.

However, when the uplink wired link is broken, STAs cannot detect the problem and take an action immediately, causing that the

STAs cannot be reconnected to the network for a long time.

Link integrity check is intended to solve this problem.
Working Principle

The link integrity check function checks the uplink wired link on the AP continually. When the link is broken, this function
immediately disables the RF interfaces on the AP to stop the AP access service. STAs associating with this AP are forced offline and

have to select other normal APs for network access.

After the uplink wired link of the AP recovers, the link integrity check function enables the RF interfaces of the AP to recover the AP

access service.

The link integrity check is required to disable the RF interfaces of an AP when the unique uplink link of the AP is broken and the AP
cannot provide access service for STAs any longer. In this case, it is better to force the STAs offline than enabling them to continually

associate because they can select other APs for access.
1.3.6 Configuring a WLAN by Using the One-Key Mode

The one-key WLAN configuration function is provided to implement fast configuration for an empty device.
Working Principle

N autowifi

Configuration on an AP:

(1) VLAN planning: VLAN 10 is used as the VLAN for STAs on the AP.

(2) Address pool: The 192.168.110.0 segment is used as the STA address pool on a FAT AP. The IP address of bvi 1is 192.168.110.1.

(3) WLAN configuration: autowifi_XXXX is used, where the last four characters are the last four characters of the equipment's MAC

address. wlan-id 1 is used.
(4) Security: WPA2 is used for encryption by default. The password is autowifi.
(5) wlan-vlan mapping: VLAN 10 is encapsulated and wlan-id 1 are configured on the RF interfaces of the AP.

(6) Service: the DHCP service is enabled.
1.3.7 Cancelling Power Supply Limits

For APs that need to be powered via Power over Ethernet Plus (PoE+), if the POE+ mode cannot be agreed on via negotiation

between an AP and a PoE+ device, the power supply limits can be cancelled and the AP can work at the maximum power capability.
Working Principle

When the negotiated power supply limit is 15.4 W, configure the poe-unlimit command to cancel power supply limits.
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& Ensure that the power supply device meets the maximum power consumption requirements of the AP to be powered when

using this command. Otherwise, the AP may restart frequently. Exercise caution when configuring this command.

) AP supports the PoE power negotiation for PD devices.

1.4 Configuration

Configuring a WLAN

Configuring

Subinterface

a

dot11radio

Configuring RF Parameters

Description and Command

& (Mandatory) It is used to configure an SSID.

ssid

Configures an SSID.

& (Optional) It is used to configure whether to broadcast SSIDs.

broadcast-ssid

Configures whether to broadcast SSIDs.

é,n} (Optional) It is used to configure the multicast rate.

mcast-rate

Configures the multicast rate.

& (Mandatory) It is used to create a dot11radio subinterface and configure the attributes of the

dot11radio subinterface.

encapsulation

wlan-id

Configures the VLAN encapsulated by the
dot11radio subinterface.
Configures the WLAN ID of the mapped

dot11radio subinterface.

& (Optional) It is used to configure RF parameters.

beacon dtim-period

apsd

ampdu

rate-set 11a
rate-set 11b
rate-set 11g
rate-set 11n
rate-set 11ac
rate-set 11ax
mcast-rate

power local
sta-limit

11asupport
11bsupport
11gsupport
11nsupport
11acsupport
11axsupport

Configures the DTIM period.
Enables/disables the U-APSD power-saving
mode.

Enables/disables the A-MPDU aggregation
mode.

Configures the 11a rate set.

Configures the 11b rate set.

Configures the 11g rate set.

Configures the 11n rate set.

Configures the 11ac rate set.

Configures the 802.11ax rate set.
Configures the multicast rate.

Configures the transmit power.

Configures the limit on the STA quantity based
on an RF interface.

Configures whether to support 11a.
Configures whether to support 11b.
Configures whether to support 11g.
Configures whether to support 11n.
Configures whether to support 11ac.

Configures whether to support 802.11ax.
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Configuring E-bag Parameters

Description and Command

response-rssi

assoc-rssi

coverage-area-control

sta-idle-timeout
channel
fragment-threshold
rts threshold

beacon period

short-preamble

slottime
chan-width
short-gi

ofdma
radio-type
country-code
antenna receive

antenna transmit

antenna type

external-antenna enable

peer-distance

mcell

mu-mimo

é@ (Optional) It is used to set e-bag parameters.

ampdu-retries
ampdu-rts

eth-schd

Idpc
sthc

6&Fs

Configures the minimum value of RSSI for STA
access.

Configures the minimum RSSI that keeps STA
access.

Configures the transmit power of management
frames.

Configures the STA idle time.

Configures channels.

Configures the fragment threshold.

Configures the RTS threshold.

Configures the beacon frame period.
Configures enabling/disabling of the short
preamble.

Configures enabling/disabling of the short slot
time.

Configures the channel bandwidth.

Configures enabling/disabling of short
prevention interval.

Enables OFDMA.

Configures the radio type a/b.

Configures the country code.

Configures the receive mode of an antenna.
Configures the transmit mode of an antenna.
Configures an omnidirectional antenna or a
directional antenna.

Enables an external antenna and disables an
internal antenna.

Configures the allowable longest distance
between an AP and a wireless transmission
peer.

Enables the Mcell function.
multi-user

Configures multiple-input

multiple-output (MU-MIMO) of a radio.

Configures the number of AMPDU software
re-transmission times.

Configures whether to enable the RTS
protection for AMPDU aggregation packets.
Configures the number of Ethernet packets that
can be received by an AP at a time.

Configures whether to support LDPC.

Configures whether to enable STBC.
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Description and Command

ebag

Configures e-bag network optimization by

using the one-key mode.

Configuring the Link Integrity & (Mandatory) It is used to enable the link integrity check function.

Check Function link-check enable Enables the link integrity check function.
Configuring a WLAN by Using A (Optional) It is used to perform one-key WLAN configuration.

the One-Key Mode autowifi Performs one-key WLAN configuration.

Confiauring the Maxi A (Optional) It is used to configure the maximum number of STAs on a fat AP.
onfiguring the Maximum

Number of STAs on a Fat AP Configures the maximum number of STAs on a
sta-limit
fat AP.
Cancelling Power Supply A (Optional) It is used to cancel power supply limits.
Limits poe-unlimit Cancels power supply limits.

1.4.1 Configuring a WLAN

Configuration Effect

® Createa WLAN.

®  Configure attributes of the WLAN.

Notes

®  FAT APs support this configuration.

Configuration Steps

N creatinga WLAN

®  ForaFAT-AP to provide WLAN service, you must create a WLAN. Run the dot11 wlan command to create or delete a WLAN.
®  |If there are no special requirements, you can perform this configuration in the global configuration mode of the AP equipment.

Command dot11 wlan wian-id
Parameter wlan-id: specifies a WLAN ID.
Description

Defaults -

Command Global configuration mode
Mode

Usage Guide -

N  configuring an SSID

®  ForaFAT-AP to provide WLAN service, you must configure an SSID. Run the ssid command to configure the SSID of a specified
WLAN.

®  If there are no special requirements, you can perform this configuration in the WLAN global configuration mode of the AP

equipment.
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Command ssid ssid-string

Parameter ssid-string: specifies an SSID string.

Description

Defaults -

Command WLAN configuration mode

Mode

Usage Guide -

N configuring Whether to Broadcast SSIDs

® Optional.

® If there are no special requirements, you can perform this configuration in the WLAN configuration mode of the AP equipment.

® [fitis set to broadcast SSIDs, the AP regularly broadcasts SSID information. STAs use WNICs to search for the SSIDs and discover
the networks. If it is set not to broadcast SSIDs, the AP does not regularly broadcast SSID information. STAs cannot find the
SSIDs by using WNICs. In this case, SSIDs must be manually set on the STAs so that they can access the corresponding network.

Command broadcast-ssid

no broadcast-ssid

Parameter no: specifies to hide SSIDs.

Description

Defaults SSIDs are broadcasted.

Command WLAN configuration mode

Mode

Usage Guide -

N  Configuring the Multicast Rate

® Optional.

®  |If there are no special requirements, you can perform this configuration in the WLAN configuration mode of the AP equipment.

® The higher the multicast rate, the higher the network performance, the higher requirement for the signal-noise ratio, and the
higher the multicast packet loss ratio of wireless terminals. On the other hand, the lower the multicast rate, the lower the
network performance, the lower requirement for the signal-noise ratio, and the lower the multicast packet loss ratio of wireless
terminals.

Command mcast-rate mcas-num

Parameter mcast-num: indicates the WLAN multicast rate. The user can set the multicast rate to 1 Mbit/s, 6 Mbit/s, 11 Mbit/s,

Description 24 Mbit/s and 54 Mbit/s.

Defaults 24Mbit/s

Command WLAN configuration mode

Mode

Usage Guide A multicast rate is effective only for the current AP band. If the multicast rate is not supported by the current band,

the default rate is used.

N  configuring the Maximum Number of STAs in a WLAN

® Optional.

®  The maximum number of STAs is configured on an AP in WLAN configuration mode.
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®  When the number of STAs associated with a WLAN reaches the limit, new STAs cannot access this WLAN.

Command sta-limit num

no sta-limit
Parameter num: Indicates the maximum number of STAs that can access a WLAN.
Description
Defaults The number of STAs that can access a WLAN is not limited by default.
Command WLAN configuration mode
Mode

Usage Guide N/A

Verification

®  Run the show running-config command to verify the configurations of a WLAN.
Configuration Example

N  configuring a WLAN

Scenario

Figure 1-4
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Configuration ® Create a WLAN whose ID is 1 on the AP.
Steps ® Configure the SSID of WLAN 1 to fat_ap on the AP.
®  Enable broadcasting of the SSID of WLAN 1 on the AP.
®  Configure the multicast rate of WLAN 1 to 6 Mbit/s on the AP.
FATAP FS#config
FS(config)#dot11 wlan 1
FS(dot11-wlan-config)#ssid fat_ap
FS(dot11-wlan-config)#broadcast-ssid
FS(dot11-wlan-config)#mcast-rate 6
Verification After the user configures a WLAN, verify the WLAN based on displayed WLAN configurations.

®  Run the show running-config command to verify the configurations of a WLAN.

6&Fs
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FS#show running-config

|

dot11 wlan 1

mcast-rate 6
broadcast-ssid

ssid fat_ap

Common Errors

N/A

1.4.2 Configuring a dot11radio Subinterface

Configuration Effect

® Create a dot11radio subinterface.

®  Configure attributes of the dot11radio subinterface.

Notes

®  FAT APs support this configuration.

Configuration Steps

A creating a dot11radio Subinterface

®  ForaFAT-AP to provide WLAN service, you must configure a dot11radio subinterface. Run the interface dot11radio command

to create or delete the dot11radiosubinterface.

® |f there are no special requirements, you can perform this configuration in the global configuration mode of the AP equipment.

Command interface dot11radio interface-num

Parameter interface-num: specifies the number of the dot11radio subinterface.

Description

Defaults -

Command Global configuration mode
Mode

Usage Guide -

AN Configuring the VLAN Encapsulated by a dot11radio Subinterface

® Mandatory.

®  ForaFAT-AP to forward data normally, you must configure the VLAN attributes encapsulated by the dot11radio subinterface.

Otherwise, STAs may not communicate normally even though they can access the VLAN. Run the encapsulation dot1Q

command to configure the VLAN attributes of the specified dot11radio subinterface.

® If there are no special requirements, you can perform this configuration in the dot11radio subinterface configuration mode of

the AP equipment.
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Command encapsulation dot1Q vian-id

Parameter vlan-id: specifies a VLAN ID or VLAN GROUP ID.
Description

Defaults -

Command dot11radio subinterface configuration mode
Mode

Usage Guide -

AN Configuring the WLAN ID Mapped to a dot11radio Subinterface

6&Fs

®  ForaFAT-AP to provide WLAN service, you must configure the WLAN ID that is mapped to a dot11radio interface. Run the

broadcast-ssid command to configure whether to broadcast an SSID.

® If there are no special requirements, you can perform this configuration in the dot11radio sub-interface subinterface

configuration mode of the AP equipment.

Command wlan-id wlan-id

Parameter wlan-id: specifies a WLAN ID.
Description

Defaults -

Command dot11radio subinterface configuration mode
Mode

Usage Guide -
Verification
®  Run the show running-config command to verify the configurations of a WLAN.

Configuration Example

N  Configuring dot11radio Subinterface

Scenario

Figure 1-5

Configuration ® Create dot11radio 1/0.1 on the AP equipment.

Steps ® Configure the VLAN ID encapsulated by dot11radio 1/0.1 to 1 on the AP equipment.
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FAT AP

Verification

Common Errors

N/A

® Map WLAN 1 to dot11radio 1/0.1 on the AP equipment.

FSt#config
FS(config)#interface dot11radio 1/0.1
FS(config-subif)#encapsulation dot1Q 1

FS(config-subif)#wlan-id 1

After configuring the dot11radio subinterface, you can verify the dot11radio subinterface based on displayed

dot11radio subinterface configurations.

®  Run the show running-config command to check the configurations of the dot11radio subinterface.

FS#show running-config

!

interface Dot11radio 1/0.1
encapsulation dot1Q 1
mcast-rate 54

wlan-id 1

1.4.3 Configuring RF Parameters

Configuration Effect

®  Configure RF parameters.

Notes

®  FAT APs support this configuration.

Configuration Steps

N  configuring the DTIM Period

®  (Optional) Run the beacon dtim-period command to configure the DTIM period. The value ranges from 1 to 255.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

® Thelonger the DTIM period, the better the power-saving effect, and the longer the downlink multicast packet delay.

Command
Parameter
Description

Defaults

beacon dtim-period num

num: indicates the DTIM period, ranging from 1 to 255 in the unit of one beacon frame period.

The DTIM period is at the interval of one beacon frame period.
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Command dot11radio interface configuration mode
Mode

Usage Guide -

N  configuring Enabling/Disabling of the U-APSD Power-Saving Mode

®  (Optional) Run the apsd command to configure enabling/disabling of the U-APSD power-saving mode.

® [f there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  Enabling the U-APSD power-saving mode helps reduce the delay of services requiring higher real-time performance during

power management. The service time of a battery can be extended if transmission of wireless signals is disabled at most time.

Command apsd { enable | disable }

Parameter enable: enables the U-APSD power-saving mode.
Description disable: disables the U-APSD power-saving mode.
Defaults The U-APSD power-saving mode is enabled.
Command dot11radio interface configuration mode

Mode

Usage Guide -

N  configuring Enabling/Disabling of the A-MPDU Aggregation Mode

®  (Optional) Run the ampdu command to configure enabling/disabling of the A-MPDU aggregation mode.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  Enabling the A-MPDU aggregation mode can aggregate multiple frames into one frame for transmission, which helps reduce

frame headers and frame slots. In addition, reduction of frames helps reduce the overall chance of conflict.

Command ampdu { enable | disable }

Parameter enable: enables the A-MPDU aggregation mode.
Description disable: disables the A-MPDU aggregation mode.
Defaults The A-MPDU aggregation mode is enabled.
Command dot11radio interface configuration mode

Mode

Usage Guide -

A  Configuring the 11a Rate Set

® Optional.

®  |f there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

® Disabling a rate makes this rate unavailable. Disabling all rates makes STAs fail in access.

Command rate-set 11a { mandatory | support | disable } speed
Parameter mandatory: indicates whether a rate is a mandatory rate.
Description support: indicates whether a rate is supported.

disable: indicates whether a rate is disabled.
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speed: specifies a rate.

Defaults 6 Mbit/s, 9 Mbit/s and 12 Mbit/s are mandatory rates and all the other rates are supported rates.
Command dot11radio interface configuration mode

Mode

Usage Guide -

N configuring the 11b Rate Set

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

® Disabling a rate makes this rate unavailable. Disabling all rates makes 11b STAs fail in access.

Command rate-set 11b { mandatory | support | disable } speed
Parameter mandatory: indicates whether a rate is a mandatory rate.
Description support: indicates whether a rate is supported.

disable: indicates whether a rate is disabled.

speed: specifies a rate.

Defaults 1 Mbit/s, 2 Mbit/s, 5.5 Mbit/s and 11 Mbit/s are mandatory rates.
Command dot11radio interface configuration mode

Mode

Usage Guide -

A configure the 11g Rate Set

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

® Disabling a rate makes this rate unavailable. Disabling all rates makes 11g STAs fail in access.

Command rate-set 11g { mandatory | support | disable } speed
Parameter mandatory: indicates whether a rate is a mandatory rate.
Description support: indicates whether a rate is supported.

disable: indicates whether a rate is disabled.

speed: specifies a rate.

Defaults 1 Mbit/s, 2 Mbit/s, 5.5 Mbit/s and 11 Mbit/s are mandatory rates and all the other rates are supported rates.
Command dot11radio interface configuration mode

Mode

Usage Guide -

N  configuring the 11n Rate Set

® Optional.

®  |f there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  The higher the mcs, the higher the available rate.
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Command rate-set 11n { mcs-mandatory | mcs-support } index
Parameter mcs-mandatory: indicates whether a rate is a mandatory mcs rate.
Description mcs-support: indicates whether a mcs rate is supported.

index: specifies a mcs rate.

Defaults The mcs is 7 for one stream, 15 for two streams, and 23 for three streams. All mandatory mcs is 0.
Command dot11radio interface configuration mode
Mode
Usage Guide -
N configuring the 11ac Rate Set
® Optional.
® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP equipment.
®  The higher the mcs, the higher the available rate.
Command rate-set 11ac { mcs-mandatory | mcs-support } index
Parameter mcs-mandatory: indicates whether a rate is a mandatory mcs rate.
Description mcs-support: indicates whether a mcs rate is supported.
index: specifies a mcs rate.
Defaults The mcs is 9 for one stream, 19 for two streams, and 29 for three streams. All mandatory mcs is 0.
Command dot11radio interface configuration mode
Mode
Usage Guide -
N  configuring the 802.11ax Rate Set
® Optional.
®  |f there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP.
®  The higher the MCS rate, the higher the available rate.
Command rate-set 11ax mcs-support index
Parameter mcs-support: indicates whether an MCS rate is supported.
Description index: specifies an MCS rate.
Defaults Number of supported MCS rates = (Number of radio streams x 12) — 1.
Command dot11radio interface configuration mode
Mode
Usage Guide -
N  Configure the Multicast Rate
® Optional.
®  If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.
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® The higher the multicast rate, the higher the rate for transmitting multicast packets, the shorter the time for occupying
channels, the higher the utilization of channels, but the lower the transmit success ratio when the channel quality is poor.
Command mcast-rate {1|6| 11|24 | 54}
Parameter 1: sets the multicast rate to 1 Mbit/s.
Description 6: sets the multicast rate to 6 Mbit/s.
11: sets the multicast rate to 11 Mbit/s.
24: sets the multicast rate to 24 Mbit/s.
54: sets the multicast rate to 54 Mbit/s.
Defaults 24Mbit/s
Command dot11radio interface configuration mode
Mode
Usage Guide -
AY| Configure the Transmit Power
® Optional.
®  If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP equipment.
® The higher the transmit power, the larger the coverage range of wireless signals, the better quality the signals received by STAs,
but the more power consumed by the FATAP, and the greater interference between different channels.
Command power local power-value
Parameter power-value: indicates the transmit power, ranging from 1 to 100 in the unit of %.
Description
Defaults 100%
Command dot11radio interface configuration mode
Mode
Usage Guide -
AN Configuring the Limit on the STA Quantity based on an RF Interface
® Optional.
® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP equipment.
®  The higher the limit on the STA quantity based on an RF interface, the more STAs that can be accessed.
Command sta-limit client-num
Parameter client-num: indicates the STA quantity. Range: 1-128.
Description
Defaults The default value varies with product model.
Command dot11radio interface configuration mode
Mode
Usage Guide -
N  configuring Whether to Support 11a
® Optional.
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® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.
® If 11ais supported, 11a STAs can be accessed; otherwise, 11a STAs cannot be accessed.

Command 11asupport enable

no 11asupport enable

Parameter no: indicates that 11a is not supported.

Description

Defaults 11a STA access is supported.

Command dot11radio interface configuration mode

Mode

Usage Guide The configuration is effective only when the RF interfaces of an AP operate at the 5 GHz band.

N  cConfiguring Whether to Support 11b

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.
® If11bissupported, 11b STAs can be accessed; otherwise, 11b STAs cannot be accessed.

Command 11bsupport enable

no 11bsupport enable

Parameter no: indicates that 11b is not supported.

Description

Defaults 11b STA access is supported.

Command dot11radio interface configuration mode

Mode

Usage Guide The configuration is effective only when the RF interfaces of an AP operate at the 2.4 GHz band.

N  Configuring Whether to Support 11g

® Optional.

®  |f there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.
® If11gissupported, 11g STAs can be accessed; otherwise, 11g STAs cannot be accessed.

Command 11gsupport enable

no 11gsupport enable

Parameter no: indicates that 11g is not supported.

Description

Defaults 11g STA access is supported.

Command dot11radio interface configuration mode

Mode

Usage Guide The configuration is effective only when the RF interfaces of an AP operate at the 2.4 GHz band.

AY| Configuring Whether to Support 11n
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® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.
® If11nis supported, 11n STAs can be accessed; otherwise, 11n STAs cannot be accessed.

Command 11nsupport enable

no 11nsupport enable

Parameter no: indicates that 11n is not supported.
Description

Defaults 11n STA access is supported.

Command dot11radio interface configuration mode
Mode

Usage Guide -

N configuring Whether to Support 11ac
® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

® If 11acis supported, 11ac STAs can be accessed; otherwise, 11ac STAs cannot be accessed.

Command 11acsupport enable

no 11acsupport enable

Parameter no: indicates that 11ac is not supported.

Description

Defaults When an RF interface provides the 11ac capability, 11ac STA access is supported by default.
Command dot11radio interface configuration mode

Mode

Usage Guide -

AY| Configuring Whether to Support 802.11ax

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP.

® If802.11ax is supported, 802.11ax STAs can access the network directly; otherwise, 802.11ax STAs can access the network via
only 802.11ac or 802.11n.

Command 11axsupport enable

no 11axsupport enable

Parameter no: indicates that 802.11ax is not supported.

Description

Defaults When an RF interface provides the 802.11ax capability, 802.11ax is disabled by default.
Command dot11radio interface configuration mode

Mode

Usage Guide -
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AY| Configuring the Minimum Value of RSSI for STA Access

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  The lower the RSSI for STA access, the lower the RSSI for STAs that are allowed for access, and often the longer the distance

from STAs that are allowed for access to a FAT AP.

Command response-rssi rssi-value

Parameter rssi-value: indicates the minimum RRIS for STA access, ranging from 0 to 100 in the unit of dB.

Description

Defaults The minimum RSSI for STA access is 0, which indicates that all STAs are allowed for access regardless of their RSSI
values.

Command dot11radio interface configuration mode

Mode

Usage Guide -

N  cConfiguring the Minimum RSSI That Keeps STA Access

® Optional.

®  |f there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  The lower the RSSI that keeps STA access, the lower the RSSI for STAs whose access can be kept, and often the longer the

distance from STAs that are allowed for access to a FAT AP.

Command assoc-rssi rssi-value

Parameter rssi-value: indicates the minimum RRIS that keeps STA access, ranging from 0 to 100 dB.

Description

Defaults The minimum RSSI that keeps STA access is 0, which indicates that the access of all STAs is kept regardless of their
RSSI values.

Command dot11radio interface configuration mode

Mode

Usage Guide -

N  Configuring the Transmit Power of Management Frames

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

® The higher the transmit power (except for 0) for management frames, the larger the STA range of a FAT AP, and often the

longer the distance from STAs that are allowed for access from a FATAP.

Command coverage-area-control power-value
Parameter power-value: indicates the transmit power for management frames, ranging from 0 to 32 dBm.
Description

Defaults The transmit power for management frames is 0, which indicates that no transmit power is configured for
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management frames.
Command dot11radio interface configuration mode
Mode

Usage Guide -

AY| Configuring the STA Idle Time

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

® The shorter the STA idle time, the easier STAs leave a WLAN due to lower traffic.

Command sta-idle-timeout seconds

Parameter seconds: indicates the STA idle time, ranging from 60 to 86400 seconds.
Description

Defaults The STA idle time is 300 seconds.

Command dot11radio interface configuration mode

Mode

Usage Guide -

N  configuring Channels

®  (Optional) Run the channel command to configure channels.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  Atthe 2.4 GHz band, overlapped channels may cause interference for each other. To avoid conflict of wireless signals, it is
recommended that non-overlapped channels (such as channels 1, 6, and 11) be configured. At the 5 GHz band, the 24 channels
(channels 36, 40, 44, 48, 52, 56, 60, 64, 100, 104, 108, 112, 116, 120, 124, 128, 132, 136, 140, 149, 153, 157, 161 and 165) are not

overlapped in HT20 and do not cause interference for each other.

Command channel channel-num

Parameter channel-num: indicates a working channel.

Description

Defaults Channel 1 is used at the 2.4 GHz band and channel 149 is used at the 5.8 GHz band.
Command dot11radio interface configuration mode

Mode

Usage Guide -

N  Configuring the Fragment Threshold

®  (Optional) Run the fragment-threshold command to configure the fragment threshold, which must be an even number.

® |f there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  Packets from upper layers or some large management frames must be fragmented before they can be transmitted on wireless
channels. Fragmented packets help to improve reliability when interference exists. By using frame fragments, STAs may control

interference to affect only small frame fragments rather than large frames. By reducing data that may be interfered, frame
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fragments can improve the overall effective throughput. When interference exists, the smaller the fragment threshold, the

higher the anti-interference capability.

Command fragment-threshold threshold-value

Parameter threshold-value: indicates the fragment threshold, ranging from 256 to 2346 in the unit of byte.

Description

Defaults The fragment threshold is 2346 bytes.

Command dot11radio interface configuration mode

Mode

Usage Guide The fragment threshold must be an even number.

AY| Configuring the RTS Threshold

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP equipment.

®  When co-frequency interference exists, the smaller the RTS threshold, the higher the anti-interference capability. However, the
more the RTS/CTS packets, the more channels occupied by control packets, and the less the channel bandwidth available to
STAs.

Command rts threshold threshold-value

Parameter threshold-value: indicates the RTS threshold, ranging from 257 to 2347 in the unit of byte.

Description

Defaults The RTS threshold is 2347 bytes.

Command dot11radio interface configuration mode

Mode

Usage Guide -

N configuring the Beacon Frame Period

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP equipment.

®  The smaller the beacon frame period, the more frequent beacon frames are sent, and the faster STAs discover WLANs. However,
the more the beacon frames, namely, the more channels occupied by management frames, the less the channel bandwidth
available to STAs. The beacon frame period should not be too long; otherwise, STAs may frequently go offline or perform
detection.

Command beacon period milliseconds

Parameter milliseconds: indicates the beacon frame period, ranging from 20 to 1000 in the unit of ms.

Description

Defaults The beacon frame period is 100 milliseconds.

Command dot11radio interface configuration mode

Mode

Usage Guide -

N  configuring Enabling/Disabling of the Short Preamble
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® Optional.

®  Enabling a short preamble may reduce the time for data transmission and help increase the network throughput. Preamble
configuration is effective only when an AP operates at the 2.4 GHz band. At the 5 GHz band, the long preamble is used by
default and the preamble cannot be configured.

Command short-preamble

no short-preambl

Parameter no: disables the short preamble.

Description

Defaults The short preamble is disabled.

Command dot11radio interface configuration mode

Mode

Usage Guide -

N  configuring Enabling/Disabling of the Short Slot Time

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP equipment.

®  Enabling the short slot time can reduce the overall backoff time and thus increase the network throughput. Slot time
configuration is effective only when an AP operates at the 2.4 GHz band in a non-11b network. At the 5 GHz band, the short
time slot is used by default.

Command slottime {long | short }

Parameter long: uses the long time slot.

Description short: uses the short time slot.

Defaults The short time slot is enabled.

Command dot11radio interface configuration mode

Mode

Usage Guide -

N  configuring the Channel Bandwidth

® Optional.

® |f there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP equipment.

® The higher the channel bandwidth, the more channel bandwidth available to STAs, but the fewer the channels that can be
configured, and the higher the probability of interference between neighboring channels.

Command chan-width {20 | 40|80}

Parameter 20: sets the channel bandwidth to 20 MHz.

Description 40: sets the channel bandwidth to 40 MHz.

80: sets the channel bandwidth to 80 MHz.
Defaults The channel bandwidth is 20 MHz.
Command dot11radio interface configuration mode

Mode
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Usage Guide -
N  Enabling/Disabling of Short Protection Interval
® Optional.
® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP.
®  After the short protection interval is enabled, the protection interval is reduced from 0.8 ps to 0.4 us, which helps increase the
network throughput.
Command short-gi enable chan-width {20 | 40 | 80}
no short-gi enable chan-width { 20 | 40 | 80 }
Parameter no: disables the short protection interval.
Description 20: indicates enabling/disabling the short protection interval at the channel bandwidth of 20 MHz.
40: indicates enabling/disabling the short protection interval at the channel bandwidth of 40 MHz.
80: indicates enabling/disabling the short protection interval at the channel bandwidth of 80 MHz.
Defaults The short protection interval is enabled at 20 MHz and 40 MHz and disabled at 80 MHz.
Command dot11radio interface configuration mode
Mode
Usage Guide -
N configuring the Radio Type a/b
® Optional.
® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP equipment.
®  An AP supports RF transmission at the 2.4 GHz and 5 GHz bands. The user can specify the operating band of an AP.
Command radio-type { 802.11a | 802.11b }
Parameter 802.11a: sets the radio type to 5 GHz.
Description 802.11b: sets the radio type to 2.4GHz.
Defaults A single-band AP (provides Radio 1) supports the 2.4 GHz band.
For a dual-band AP, Radio 1 supports the 2.4 GHz band and Radio 2 supports the 5 GHz band.
For a tri-band AP, Radio 1 supports the 2.4 GHz band, Radio 2 supports the 5 GHz band and Radio 3 supports the 5
GHz band.
Command dot11radio interface configuration mode
Mode
Usage Guide -
N cConfiguring the Country Code
® Optional.
® If there are no special requirements, you can perform this configuration in the global configuration mode of the AP equipment.
®  Acountry code is used to identify a country where radio frequencies reside. The bands, channels, and power vary with country

codes. Before configuring an AP, specify the country code supported by this AP. If the configured country code changes, the

corresponding bands, channels and power also change.
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Command
Parameter
Description
Defaults
Command
Mode

Usage Guide

country-code country-code

country-code: indicates a country code.

The country code is CN, indicating China.

dot11radio interface configuration mode

The following country codes are available:

6&Fs

Country Code

AE
AU
CN
DE
HK

United Arab Emirates
Australia
China
Germany
Hong Kong
Indonesia
India

Japan

Korea ROC
Macau
Malaysia
Philippines
Pakistan
Russia
Singapore
Thailand
Turkey
United States

Vietnam

Note that Channel 14 in 2.4GHz can be configured only in 802.11b mode.

N  Configuring the Receive Mode of an Antenna

® Optional.

®  |If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  An AP uses different quantities of antennas for data receiving. In this way, the AP can receive signals in the double spatial

stream mode or three spatial stream mode over 802.11n, thus improving the data transmission performance of the AP.

Command
Parameter
Description
Defaults
Command

Mode

antenna receive chain-mask

chain-mask: indicates the antenna selection mask, ranging from 1 to 255.

The quantity of antennas and the default antenna selection mask vary with product models.

dot11radio interface configuration mode

197
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Usage Guide -

AY| Configuring the Transmit Mode of an Antenna

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  An AP uses different quantities of antennas for data transmitting. In this way, the AP can transmit signals in the double spatial

stream mode or three spatial stream mode over 802.11n, thus improving the data transmission performance of the AP.

Command antenna transmit chain-mask

Parameter chain-mask: indicates the antenna mask, ranging from 1 to 255.

Description

Defaults The quantity of antennas and the default antenna mask vary with product models.
Command dot11radio interface configuration mode

Mode

Usage Guide -

AN Enabling an External Antenna

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  Under the same transmission power, an external antenna provides a longer distance of transmission than an internal antenna.

Command external-antenna enable

Parameter -

Description

Defaults Internal antennas are enabled and external antennas are disabled.
Command dot11radio interface configuration mode

Mode

Usage Guide -

A  Configuring an Omnidirectional Antenna or Directional Antenna

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP.

®  Under the same transmission power, a directional antenna provides a longer distance of transmission than an omnidirectional

antenna.
Command antenna type { omnidirection | direction }
Parameter omnidirection: indicates the omnidirectional antenna.
Description direction: indicates the directional antenna.
Defaults Omnidirectional antenna
Command dot11radio interface configuration mode

Mode
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Usage Guide 1: If omnidirectional or directional antennas need to be configured for all radios, perform configuration in interface

range dot11radio configuration mode.
2: This command is applicable only to radios that support both omnidirectional and directional antennas.
3: If the internal antenna and external antenna can be switched, validate the configuration of internal and external

antennas prior to that of omnidirectional and directional antennas.

N  cConfiguring the Allowable Longest Distance Between an AP and a Wireless Transmission Peer
® Optional.
® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP equipment.
®  Adjust the timeout duration according to the distance between the RF interface of the AP and the wireless transmission peer;
otherwise, wireless data transmission cannot be performed. However, the timeout duration cannot be excessively long;
otherwise, the excessive timeout duration may cause air interface resource waste when the AP does not receive ACK or CTS
frames.
Command peer-distance val
Parameter val: indicates the longest distance allowed by an AP, ranging from 1000 to 25000 m.
Description
Defaults 1000m
Command dot11radio interface configuration mode
Mode
Usage Guide This configuration is not supported for all APs. This configuration needs to be performed only when the longest
distance between an AP and the wireless transmission peer is greater than 1000m. The configured distance may be
longer, but cannot be shorter than the actual distance.
N  Enabling Mcell
® Optional.
®  Enable or disable the Mcell function on the master Dot11Radio interface on an AP unless otherwise specified.
®  After the Mcell function is enabled, the receiving sensitivity decreases.
Command mcell enable
no mcell enable
Parameter no: Disables the Mcell function.
Description
Defaults Mcell is disabled by default.
Command Master Dot11Radio interface configuration mode
Mode

Usage Guide N/A

A

Configuring MU-MIMO of a Radio

Optional.

If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP.




y
AP SERIES CONFIGURATION GUIDE 6 FS

®  After configuration, the AP can send data simultaneously to multiple 802.11ac or 802.11ax STAs via MU-MIMO.

Command mu-mimo enable

no mu-mimo enable

Parameter no: disables MU-MIMO.

Description

Defaults MU-MIMO is enabled by default.
Command dot11radio interface configuration mode
Mode

Usage Guide -

AY| Configuring OFDMA of a Radio

® Optional.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the
AP.

®  After configuration, 802.11ax STAs can perform data transmission via OFDMA.

Command ofdma enable

no ofdma enable
Parameter no: disables OFDMA.
Description
Defaults OFDMA is enabled by default.
Command dot11radio interface configuration mode
Mode

Usage Guide -
Verification
®  Run the show running-config command to check the configurations of RF parameters.

Configuration Example

A Configuring RF Parameters

Scenario

Figure 1-6
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Configuration
Steps
FAT AP

® Configure a dot11radio interface on the AP equipment.

FSt#config
FS(config)#interface Dot11radio 1/0
FS(config-if-Dot11radio 1/0)#beacon dtim-period 3
FS(config-if-Dot11radio 1/0)#apsd enable
FS(config-if-Dot11radio 1/0)#ampdu enable
FS(config-if-Dot11radio 1/0)#rate-set 11a mandatory 24
FS(config-if-Dot11radio 1/0)#rate-set 11a support 54
FS(config-if-Dot11radio 1/0)#rate-set 11b disable 1
FS(config-if-Dot11radio 1/0)#rate-set 11b disable 2
FS(config-if-Dot11radio 1/0)#rate-set 11g disable 1
FS(config-if-Dot11radio 1/0)#rate-set 11g disable 2
FS(config-if-Dot11radio 1/0)#rate-set 11n mcs-mandatory 3
FS(config-if-Dot11radio 1/0)#rate-set 11n mcs-support 15
FS(config-if-Dot11radio 1/0)#mcast-rate 24
FS(config-if-Dot11radio 1/0)#power local 50
FS(config-if-Dot11radio 1/0)#sta-limit 12
FS(config-if-Dot11radio 1/0)#11asupport enable
FS(config-if-Dot11radio 1/0)#11bsupport enable
FS(config-if-Dot11radio 1/0)#11gsupport enable
FS(config-if-Dot11radio 1/0)#11nsupport enable
FS(config-if-Dot11radio 1/0)#11acsupport enable
FS(config-if-Dot11radio 1/0)#response-rssi 20
FS(config-if-Dot11radio 1/0)#assoc-rssi 15
FS(config-if-Dot11radio 1/0)#coverage-area-control 12
FS(config-if-Dot11radio 1/0)#sta-idle-timeout 900
FS(config-if-Dot11radio 1/0)#radio-type 802.11b
FS(config-if-Dot11radio 1/0)#channel 11
FS(config-if-Dot11radio 1/0)#fragment-threshold 1500
FS(config-if-Dot11radio 1/0)#rts threshold 1000
FS(config-if-Dot11radio 1/0)#beacon period 300

FS(config-if-Dot11radio 1/0)#short-preamble




AP SERIES CONFIGURATION GUIDE

FS(config-if-Dot11radio 1/0)#slottime long
FS(config-if-Dot11radio 1/0)#chan-width 40
FS(config-if-Dot11radio 1/0)#short-gi enable chan-width 20
FS(config-if-Dot11radio 1/0)#short-gi enable chan-width 40
FS(config-if-Dot11radio 1/0)#antenna receive 3
FS(config-if-Dot11radio 1/0)#antenna transmit 3
FS(config-if-Dot11radio 1/0)#external-antenna enable
FS(config-if-Dot11radio 1/0)#antenna type direction
FS(config-if-Dot11radio 1/0)#restries long 4
FS(config-if-Dot11radio 1/0)#restries short 7
FS(config-if-Dot11radio 1/0)#peer-distance 3000

FS(config)# country-code CN

Verification After the user configures RF parameters, verify the dot11radio interface based on displayed dot11radio interface

configurations.

®  Run the show running-config command to check the configurations of the dot11radio interface.

FS#show running-config

I

interface Dot11radio 1/0
ip proxy-arp
rate-set 11b mandatory 5 11
rate-set 11b disable 1 2
rate-set 11g mandatory 5 11
rate-set 11g support 69 12 18 24 36 48 54
rate-set 11g disable 1 2
rate-set 11a mandatory 6 12 24
rate-set 11a support 9 18 36 48 54
rate-set 11n mcs-support 15
rate-set 11n mcs-mandatory 3
station-role root-ap

beacon period 300
beacon dtim-period 3
slottime long

rts threshold 1000
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external-antenna enable

antenna type direction

sta-limit 12
sta-idle-timeout 900
chan-width 40
radio-type 802.11b
antenna receive 3

antenna transmit 3

coverage-area-control 12

response-rssi 20

assoc-rssi 15

power local 50
channel 11

mcast-rate 24

coverage-rssi 10

p

eer-distance 3000

country-code CN

Common Errors

N/A

1.4.4 Configuring E-bag Parameters

Configuration Effect

®  Configure the e-bag parameters of an AP and associated RF interfaces to facilitate configuration and management by an

administrator.

Notes

® N/A

Configuration Steps

N  configuring the Number of AMPDU Software Re-transmission Times

® Optional.

®  |f there are no special requirement, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.
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®  The larger the number of re-transmission times, the lower the probability of sub-frame loss. However, excessive re-transmission
times may cause increase of air interface load and decrease of real-time performance of other packets in the air. In order to

avoid packet loss when the probability of sub-frame loss is high, increase the value.

Command ampdu-retries times

Parameter times: indicates the number of software re-transmission times, ranging from 1 to 100.
Description

Defaults The default value is 4.

Command dot11radio interface configuration mode

Mode

Usage Guide The configuration is effective only when the RF interfaces of an AP operate at the 11n mode.

AN Configuring Whether to Enable the RTS Protection for AMPDU Aggregation Packets

®  (Optional) The RTS protection for AMPDU aggregation packets is disabled by default.

®  If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  TheRTS protection for AMDPU needs to be enabled only when the waste of air interface resources caused by hidden nodes is

greater than that caused by RTS interaction.

Command ampdu-rts

Parameter -

Description

Defaults TRS protection is disabled by default.

Command dot11radio interface configuration mode

Mode

Usage Guide The configuration is effective only when the RF interfaces of an AP operate at the 11n mode.

AN Configuring the Number of Ethernet Packets That Can Be Received by an AP at a Time.

®  (Optional) The default value varies with APs.
® If there are no special requirements, you can perform this configuration in the global configuration mode of the AP equipment.

®  Increasing the number of Ethernet packets that can be received by an AP at a time can increase the performance of the entire
network, but may decrease the real-time performance of key packets processed by the AP. For example, in a scenario similar to
e-bag where the requirement for performance is not high but concurrency of multiple STAs and high real-time performance of
packets are required, the number of Ethernet packets that can be received by an AP at a time can be reduced. A recommended

value for this scenario is 25.

Command eth-schd limit

Parameter limit: indicates the number of Ethernet packets that can be received at a time, ranging from 1 to 256.
Description

Command Global configuration mode

Mode

Usage Guide -

N configuring Whether to Support LDPC

®  (Optional) LDPC is supported by default.
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® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  Supporting LDPC helps increase the reliability and gain of coding. When being used in frequencies with seriously noisy
interference, this technology can significantly reduce the risk of information losses. However, a few terminals are not

compatible with LDPC, which causes packet losses.

Command Idpc

Parameter -

Description

Defaults LDPC is enabled by default.

Command dot11radio interface configuration mode
Mode

Usage Guide -

N  Configuring Whether to Enable STBC

®  (Optional) STBC is enabled by default.

® If there are no special requirements, you can perform this configuration in the dot11radio interface configuration mode of the

AP equipment.

®  Enabling STBC helps increase the reliability of data transmission. However, some terminals may not be compatible with this

coding mode.

Command stbc

Parameter -

Description

Defaults STBC is enabled by default.

Command dot11radio interface configuration mode
Mode

Usage Guide -

N  configuring E-bag Network Optimization by Using the One-Key Mode

®  (Optional) There is no default configuration.

®  |f there are no special requirements, you can perform this configuration in the global configuration mode of the AP equipment.
®  The items optimized for AP320/AP330/AP3220 and other products are as follows:

® (1) Optimization of packet processing at a wired interface: eth-schd 25.

®  (2) Optimization of wireless aggregation packet re-transmission: ampdu-retries 2.

®  (3) wifox is disabled.

®  Theitems optimized for AP530 are as follows:

® (1) sta-idle-time 1800 is used for Radio 1 and 2 by default.

® (2) radio 1 optimization: 11b/11g disables the mandatory rates 1, 2, and 5 Mbit/s, and 11g disables the mandatory rates 11 and

24 Mbit/s. ampdu-rts is enabled.

Command ebag
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Parameter

Description

Command Global configuration mode
Mode

Usage Guide This configuration is often used in an e-bag scenario and should be used with caution in other scenarios.
Verification

®  Run the show running-config command to check the e-bag parameter settings.

Configuration Example

N  configuring E-bag Parameters

Scenario

Figure 1-7
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Assuming that in a FAT AP environment, the requirements for configuring e-bag parameters on the AP equipment
are as follows:

6. Setthe number of AMPDU software re-transmission times to 3 on Radio 1.

7.  Enable the RTS protection for AMPDU aggregation packets on Radio 1.

8. Setthe number of Ethernet packets received on the AP at a time to 100.

9. Disable LDPC on Radio 1.

10. Disable STBC on Radio 1.

Configuration
® Configure e-bag parameters on the AP as follows:
Steps

FATAP FS# configure terminal

FS(config)# eth-schd 100

FS(config)# interface dot11radio 1/0
FS(config-if-Dot11radio 1/0)# ampdu-retries 3
FS(config-if-Dot11radio 1/0)# ampdu-rts

FS(config-if-Dot11radio 1/0)# no Idpc

FS(config-if-Dot11radio 1/0)# no stbc
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Verification
®  Run the show running-config command to check the e-bag parameter settings on the AP.

FS(config)# show running-config
!
eth-schd 100
!
interface Dot11radio 1/0
ampdu-retries 3

ampdu-rts

no stbc

no Idpc

AN Configuring E-bag Network Optimization by Using the One-Key Mode

Scenario

Figure 1-8
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Assuming that in a FATAP environment, an AP operating in the e-bag scenario is required to be configured with

e-bag network optimization by using the one-key mode.

Configuration
® configure e-bag parameters on an AP:

Steps

FATAP FS# configure terminal
FS(config)# ebag

Verification

®  Run the show running-config command to check the e-bag parameter settings on a specified AP.

FS(config)# show running-config
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eth-schd 25

I

interface Dot11radio 1/0
ampdu-retries 2

no ampdu-rts

interface Dot11radio 2/0
ampdu-retries 2

no ampdu-rts

Common Errors

® N/A
1.4.5 Configuring the Link Integrity Check Function

Configuration Effect

®  Enable the link integrity check function.
Notes

® N/A

Configuration Steps

N Enabling the Link Integrity Check Function

®  (Mandatory) Run the link-check enable command to enable the link integrity check function.

Command link-check enable
Parameter -

Description

Command Global configuration mode
Mode

Usage Guide The link integrity check function is disabled by default.

Verification

®  Run the show running-config command to check the link integrity check function.
Configuration Example

N cConfiguring the Link Integrity Check Function
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Scenario

Figure 1-9
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If the link integrity check function needs to be enabled in a FAT AP environment as shown in Figure 1-9, then:

1. Enable the link integrity check function.

Configuration
®  Configure the link integrity check function on the AP equipment.

Steps

FAT AP FS# configure terminal
FS(config)# link-check enable

Verification

®  Run the show running-config command to check the configuration.

FS(config)# show running-config

Common Errors

® N/A
1.4.6 Configuring a WLAN by Using the One-Key Mode

Configuration Effect

®  Onempty devices, this function can be used to rapidly configure WLANs, which helps geological prospecting personnel to
achieve rapid configuration and improve the operation efficiency and helps channels to rapidly configure WLANs for

performance testing.
Notes
® N/A

Configuration Steps

209
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N  configuring a WLAN by Using the One-Key Mode

® Optional.

®  Run the autowifi command to perform one-key WLAN configuration in the config mode to achieve rapid configuration of a
WLAN. This function helps geological prospecting personnel to achieve rapid configuration and improve the operation

efficiency, and helps channels to rapidly configure WLANSs for performance testing.

Command autowifi

Parameter -

Description

Defaults -

Command Global configuration mode of an AP
Mode

Usage Guide The one-key WLAN configuration function is provided to implement rapid configuration for an empty device.

This function helps geological prospecting personnel to achieve rapid configuration and improve the operation

efficiency,

and helps channels to rapidly configure WLANSs for performance testing.
Verification
®  Run the show running-config command to check the one-key WLAN configuration.
Configuration Example

N  configuring a WLAN by Using the One-Key Mode

Scenario

Figure 1-10
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If one-key WLAN configuration needs to be performed on the AP equipment in a FAT AP environment, then:

Configuration
s ® commands to perform one-key WLAN configuration on the AP equipment:
teps

FATAP FS# configure terminal

FS(config)# autowifi
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Verification
®  Run the show running-config command to check the one-key WLAN configuration.

FS#show running-config

fair-schedule

spectral

cwmp

service dhcp

!

ip dhcp pool web_sta_pool_1
network 192.168.110.0 255.255.255.0
dns-server 8.8.8.8

default-router 192.168.110.1

no service password-encryption

dot11 wlan 1
!
link-check disable

nfpp

wids

wlocation

vlan 1

vlan 10
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interface GigabitEthernet 0/1

encapsulation dot1Q 1

interface Dot11radio 1/0
encapsulation dot1Q 10
chan-width 20
country-code CN
radio-type 802.11b
channel 1
antenna receive 3
antenna transmit 3
rate-set 11b mandatory 125 11
rate-set 11g mandatory 125 11
rate-set 11g support 69 12 18 24 36 48 54
rate-set 11n mcs-support 15
no ampdu-rts
wlan-id 1

station-role root-ap

interface Dot11radio 2/0
encapsulation dot1Q 10
chan-width 20
country-code CN
no short-preamble
radio-type 802.11a
channel 149
antenna receive 3
antenna transmit 3
rate-set 11a mandatory 6 12 24
rate-set 11a support 9 18 36 48 54
rate-set 11n mcs-support 15
no ampdu-rts
wlan-id 1

station-role root-ap
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interface BVI 1

ip address 192.168.110.1 255.255.255.0

wlansec 1
security rsn enable
security rsn ciphers aes enable
security rsn akm psk enable

security rsn akm psk set-key ascii autowifi

no offline-detect

!

line console 0
login
password admin

line vty 0 4
privilege level 15
login

password admin

end

1.4.7 Configuring the Maximum Number of STAs on a Fat AP

Configuration Effect

®  Configure the maximum number of STAs on a fat AP.

Notes

®  The maximum number of STAs can be configured only on fat APs.
Configuration Steps

N  configuring the Maximum Number of STAs on a Fat AP

® Optional.
Command sta-limit num
Parameter num: Indicates the maximum number of STAs that can access an AP.

Description
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Defaults The maximum number of STAs that can access an AP is not limited.

Command Global configuration mode

Mode

Usage Guide Note that the maximum number of STAs on an AP is independent from the maximum number of STAs on each RF

interface. The maximum number of STAs on an AP is not the sum of maximum number of STAs on all RF interfaces
of the AP. When the maximum number of STAs on an AP or an RF interface reaches the limit, new STAs will be

rejected.
Verification
®  Run the show running-config command to display the configurations.
Configuration Example

N  cConfiguring the Maximum Number of STAs on a Fat AP

Scenario

Figure 1-11
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Confi ti
onflguration g cet the maximum number of STAs on a fat AP to 128.

Steps
FAT-AP FSt#config
FS(config)#sta-limit 128
Verification ®  Run the show running-config command to display the maximum number of STAs on a fat AP.

FS#show running-config

!
sta-limit 128

Common Errors

After the maximum number of STAs on a fat AP is increased, the maximum number of STAs on an RF interface is modified while the

maximum number of STAs on the fat AP is not modified. As a result, the expected number of STAs cannot be reached.
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1.4.8 Cancelling Power Supply Limits

Configuration Effect
®  When the negotiated power supply limit is 15.4 W, configure the poe-unlimit command to cancel power supply limits.
Notes

®  After this command is configured, if the power consumption of an AP is greater than the output power of the power supply

device, the AP automatically restarts.

Configuration Steps

A cancelling Power Supply Limits
® Optional.
®  Cancel power supply limits on a radio interface in a specified band in configuration mode.

®  Cancel power supply limits on a specified radio interface in dot11 radio primary interface configuration mode.

Command poe-unlimit [ radio-type {802.11b | 802.11a}]
Parameter radio-type: required in the command in global configuration mode but not in dot11 radio primary interface
Description configuration mode.

802.11b: Indicates that a radio interface works in the 2 GHz band.

802.11a: Indicates that a radio interface works in the 5 GHz band.

Defaults The power supply is not limited by default.

Command Global configuration mode or dot11 radio primary interface configuration mode

Mode

Usage Guide After this command is configured, if the output power of the power supply device is smaller than the required power

consumption of an AP, the AP will restart.
Verification

®  Run the show running-config command to display the configurations.

Configuration Example

A cancelling Power Supply Limits
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Scenario

Figure 1-12
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Configuration ®  Cancel the power supply policy on the device.

Steps
FAT-AP FS#config
FS(config)# interface dot11radio 2/0
FS(config-if-Dot11radio 2/0)#poe-unlimit
Verification ®  Run the show running-config command to display the user quantity limit on the device.

FS#show running-config
!

!

interface Dot11radio 2/0
poe-unlimit

1.4.9 Enabling/Disabling an AP to Supply Power to External Devices via the Ethernet Cable

Configuration Effect

®  Enable or disable an AP to supply power to external devices via the Ethernet cable.
Notes

®  Only some models of fat APs support this function.

Configuration Steps

N Enabling/Disabling an AP to Supply Power to External Devices via the Ethernet Cable

® Optional.

®  Run this command to enable/disable an AP to supply power to external devices via the Ethernet cable in global configuration

mode.

Command poeout { enable | disable | default }
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Parameter enable: Enables an AP to supply power to external devices via the Ethernet cable.
Description disable: Disables an AP to supply power to external devices via the Ethernet cable.

default: Use the default settings for an AP to supply power to external devices via the Ethernet cable.

Defaults The default settings are used for an AP to supply power to external devices via the Ethernet cable.

Command Global configuration mode

Mode

Usage Guide This command is automatically saved after being configured, without a need to use the write command for saving.

This command does not support the no poeout and default poeout forms.
Verification

®  Run the show poeout command to display the configurations.

Configuration Example

N  Enabling an AP to Supply Power to External Devices via the Ethernet Cable

| FAT-AP

o
- —
- T

Scenario

Figure 1-13
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Configuration ®  Enable an AP to supply power to external devices via the Ethernet cable.

Steps
FAT-AP FS#config
FS(config)#poeout enable
Verification ®  Run the show poeout command to display the configured command.

FS#show poeout

FS#poeout enable

1.5 Monitoring

Displaying
Displays the configurations of a FATAP. show running-config
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Displays the radio information and
configurations of a WNIC.

Displays the connection information of a
WNIC.

Displays information about all users
connected to a WNIC.

Displays a created BSS list.

Displays the online status and capability
information of all RF interfaces.

Displays the rate sets of all RF interfaces.
Displays radio information and configurations
of a WLAN.

Displays a working channel supported by a
WNIC.

Displays all working channels supported by a
WNIC.

Displays e-bag radio information and

configurations.

show dot11 wireless interface-num

show dot11 associations H.H.H interface-name

show dot11 associations all-client

show dot11 mbssid

show dot11 radio-status

show dot11 rate-set

show dot11 wlan wian-id

show dot11 channels active interface-name

show dot11 channels all interface-name

show ebag
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Access Service Configuration

1. Configuring Interfaces
Configuring MAC Address
Configuring VLAN
Configuring MAC VLAN
Configuring VLAN Group
Configuring LLDP

N o uor W

Configuring PPPoE-client
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1 Configuring Interfaces
1.1 Overview

Interfaces are important parts for data exchange on network devices. FS Networks devices support two types of interfaces: physical
interfaces and logical interfaces. A physical interface is a real entity that exists on a device, for example, FastEthernet (FE) or
GigabitEthernet (GE) interface. A logical interface is a virtual interface that does not actually exist on a router. A logical interface can
be associated with or independent of a physical interface, for example, a loopback or tunnel interface. In network protocols, physical

and logical interfaces are treated equally.

1.2 Applications

Application

Route-based Communication Through Layer-3 data communication is implemented on network devices through Ethernet

Ethernet Physical Interfaces interfaces.

1.2.1 Route-based Communication Through Ethernet Physical Interfaces
Scenario

Figure 1-1
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As shown in the above figure, Router A, Router B, and Router C form a simple route-based data communication network.
Deployment

®  Connect Router A to Router B through physical interfaces GigabitEthernet 1/0/1 and GigabitEthernet 2/0/1.
®  Connect Router B to Router C through physical interfaces GigabitEthernet 2/0/2 and GigabitEthernet 3/0/1.

®  Setthe IP addresses of GigabitEthernet 1/0/1 and GigabitEthernet 2/0/1 respectively to 192.168.1.1/24 and 192.168.1.2/24

which are in the same network segment.

®  Setthe IP addresses of GigabitEthernet 2/0/2 and GigabitEthernet 3/0/1 respectively to 192.168.2.1/24 and 192.168.2.2/24

which are in the same network segment.

®  Configure a static route on Router C so that Router C can directly go through the 192.168.1.0/24 network segment. Configure a
static route on Switch A so that Switch A can directly go through the 192.168.2.0/24 network segment on layer 3.

®  Run ping 192.168.2.2 and ping 192.168.1.1 respectively on Router A and Router C to achieve route-based communication on

Router B.

1.3 Features

Basic Concepts

A Interface Types
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Interfaces on FS Networks devices are classified into two categories:
[ Local Area Network (LAN) interface

®  Logical interface

6.  Common LAN interfaces fall into the following types:

®  Ethernet interface (FE and GE)

7. Common logical interfaces fall into the following types:
® Subinterface

® Loopbackinterface

® Nullinterface

®  Tunnel interface

N Ethernet Interface

An Ethernet interface is a single physical interface on a device mainly used for LAN communication. Ethernet interfaces include 10M
Ethernet interfaces and 10M/100M FE interfaces, which comply with 10Base-T and 100Base-TX standards respectively. 10Base-T
Ethernet interfaces work at 10 Mbps in full-duplex or half-duplex mode. Compatible with 10Base-T interfaces, 100Base-TX interfaces
can work at 10 Mbps and 100 Mbps in full-duplex or half-duplex mode at the same time. 100Base-TX interfaces feature

auto-negotiation which identifies Ethernet interfaces on other devices automatically.

N Sub Interface

A sub interface is a logical interface derived from a physical interface. One physical interface may be configured with multiple sub
interfaces. In this way, high flexibility is provided for applications. Sub interfaces are multiple logical interfaces derived from a
physical interface. In other words, the multiple logical interfaces are associated with the physical interface, and they share the

configurations of the physical interface while having their own configurations at link layer and network layer.

N Loopback Interface

A loopback interface is a local logical Layer-3 interface that is completely emulated by software and is always linked. Packets sent to a
loopback interface are processed on the device locally, including routing information. The IP address of a loopback interface can be
used as the router ID (RID) for the OSPF routing protocol, the network interface ID replied to Telnet access requests, or the network
interface ID for remote Telnet access. The procedure of configuring a loopback interface is similar to that of configuring an Ethernet

interface. You can regard a loopback interface as a virtual Ethernet interface.

N Null Interface

A null interface is a virtual interface. Such a virtual interface is only equivalent to an available system device. A null interface is always
linked and never proactively sends or receives network data. Any packets sent to a null interface will be discarded. Any encapsulation
attempt by link-layer protocols on a null interface will fail. No command can be configured on a null interface (excluding the help

and exit commands available for each interface).

A null interface is more often used to filter network traffic. If a null interface is configured, the undesired data will be routed to the

null interface without using the Access Control List (ACL).

N Tunnel Interface
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A tunnel interface implements the tunnel function by using transmission protocols (such as IP) to transmit packets under any
protocol. Same as other logical interfaces, a tunnel interface is also a virtual system interface. Instead of particularly specifying any
transmission protocol or load protocol, a tunnel interface provides a standard point-to-point transmission mode. Since that, a tunnel

interface must be set for each individual link.

Overview
| Feature ____________ Description

Configuring Interfaces You can configure interface attributes in interface configuration mode. If the interface to be
configured is a logical interface which does not exist, create the interface after the interface
configuration mode is entered.

Configuring the Interface You can name an interface for identification of the interface features.

Description and Status You can set the status of an interface.

Configuring the MTU You can set the Maximum Transmission Unit (MTU) for an interface to control the maximum size
of the frames received or sent on this interface.

Enabling or Disabling Link Trap You can enable or disable link trap on an interface.

Enabling Interface Index If interface index persistence is enabled, the interface index remains the same after the device is

Persistence restarted.

Configuring the Bandwidth

You can configure the interface bandwidth in interface configuration mode.

Configuring the Load Calculation = You can specify the time interval of calculating the loads of packet input/output.

Interval

Configuring the Carrier Delay You can modify the acceptable carrier delay of an interface within which the link status switching
from Down to Up or from Up to Down.

Configuring the802.1Q VLAN Tag  You can specify the VLAN encapsulation tag on an Ethernet interface or sub interface. When
sending packets, the interface encapsulates the specified VLAN tag into a packet to
communicate with another device in the VLAN.

Configuring the Rate and Duplex  You can adjust the rate and duplex mode of an interface.

Mode

Enabling Module Auto-Detection If interface rate auto-negotiation is enabled, the interface rate can be automatically adjusted

based on the type of the inserted module.

1.3.1 Configuring Interfaces

Run the interface command in global configuration mode to enter the interface configuration mode. In interface configuration

mode, you can configure interface attributes.
Working Principle

Run the interface command in global configuration mode to enter the interface configuration mode. If the interface to be
configured is a logical interface which does not exist, the interface will be created after the interface configuration mode is enabled.
You can also run the interface range or interface range macro command in global configuration mode to create and configure
interfaces (interface IDs) within a specific range. The interfaces within one range must be of the same type and have the same

features.

You can run the no interface or no interface range command in global configuration mode to delete a logical interface or logical

interfaces within a specific range.
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N Interface Numbering Rules

In standalone mode, the interface ID of a physical interface consists of two parts: slot number and interface number in the slot. For
example, if the slot number is 2 and the interface number in the slot is 3, the interface ID is 2/3. In VSU mode or stacking mode, the
interface ID of a physical interface consists of three parts: device number, slot number, and interface number in the slot. For example,

if the device number is 1, the slot number is 2, and the interface number in the slot is 3, the interface ID is 1/2/3.
The device number ranges from 1 to the maximum number of supported member devices.

Slot numbering rule: The number of a fixed slot is 0 while that of a dynamic slot (swappable module or line card) ranges from 1 to the
number of slots. For dynamic slots, face the device panel to sequence the slots from front to back, left to right, and up to down, with

the slot number increasing from 1.

The interface number in the slot ranges from 1 to the number of interfaces in the slot, increasing one by one from left to right.

AY| Configuring Interfaces Within a Specific Range

You can run the interface range command in global configuration mode to configure multiple interfaces at the same time. The

attributes you set under this command apply to all interfaces within the range you have selected.

Specify interfaces within a certain range.

The interface range command can be used to specify multiple interface ranges.

The macro parameter can be specified using the macro of a range. For details, see "Configuring the Interface Macro".
Ranges can be separated by commas (,).

The types of interfaces of all ranges specified in one command must be the same.

Pay attention to the format of the range parameter when you run the interface range command.

The following common interface range formats are valid:

®  FastEthernet device/slot/{first interface} - {last interface}

GigabitEthernet device/slot/{first interface} - {last interface}

Loopback loopback-ID - loopback-ID, ranging from 1 to the maximum number of loopback interfaces supported by the device
®  Tunnel tunnel-ID - tunnel-ID, ranging from 1 to the maximum number of tunnel interfaces supported by the device

Interfaces within one interface range must be of the same type. That is, all of them are FastEthernet, GigabitEthernet or loopback

interfaces.

N configuring the Interface Macro

You can define some macros to avoid manually entering interface ranges. Before using the macro keyword in the interface range

command, you need to run the define interface-range command to define these macros in global configuration mode.

Run the no define interface-range macro_name command in global configuration mode to delete the configured macros.

Related Configuration

N  configuring an Interface

You can run the interface command to enter the interface configuration mode.

AY| Configuring Interfaces Within a Specific Range
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You can run the interface range command in global configuration mode to configure multiple interfaces at the same time. These
interfaces must be of the same type, such as FastEthernet or GigabitEthernet.

N  Configuring the Interface Macro

To avoid manually entering interface ranges, you can define some macros that are easy to remember and distinguish. Before using
the macro keyword in the interface range command, you need to run the define interface-range command to define these macros

in global configuration mode. No macro is configured by default.

N  configuring a Loopback Interface

No loopback interface is created by default.

You can run the interface loopback loopback-interface-number command in global configuration mode to create a loopback
interface. The value of loopback-interface-number ranges from 1 to the maximum number of loopback interfaces supported by a
device. After a loopback interface is successfully created, enter the interface configuration mode of this loopback interface. You can
run the no interface loopback loopback-interface-number command to delete a specified loopback interface.

N  Configuring a Tunnel Interface

No tunnel interface is created by default.

You can run the interface tunnel tunnel-number command in global configuration mode to create a tunnel interface. The value of
tunnel-number ranges from 1 to the maximum number of tunnel interfaces supported by a device. After a tunnel interface is
successfully created, enter the interface configuration mode of this tunnel interface. You can run the no interface tunnel

tunnel-number command to delete a specified tunnel interface.

1.3.2 Configuring the Interface Description and Status

You can name an interface for identification of the interface features.

You can enable or disable an interface in interface configuration mode.
Working Principle

N Interface Description

You can name an interface based on the purpose it is used for. For example, if you want to assign GigabitEthernet 0/1 to user A, you

can describe this interface as "Port for User A".

N Interface Status

An interface has two states: Up and Down. If an interface is disabled, it is in Down state; otherwise, it is in Up state. In certain cases,
you may need to disable an interface. You can directly disable an interface by setting the status of the interface. If an interface is
disabled, the interface will not receive or send any frames, indicating that all its features are lost. You can also re-enable a disabled

interface by setting the status of the interface.
Related Configuration
N  Configuring the Interface Description

An interface is not described by default.

You can describe an interface based on its features. To describe an interface, run the description string command in interface

configuration mode.
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N configuring the Interface Status

An interface is in Up state by default.

You can set the status of an interface based on your needs. Run the shutdown command in interface configuration mode to disable

an interface, and the interface status changes to Down. You can run the no shutdown command to re-enable a disabled interface.
1.3.3 Configuring the MTU

You can set the MTU for an interface to control the maximum size of the frames received or sent on this interface.
Working Principle

When exchanging a great throughput of data, an interface may receive jumbo frames whose size is larger than that of typical

Ethernet frames. MTU is the size of a valid data segment of a frame. It does not include the overhead of Ethernet encapsulation.

If the size of a frame received or forwarded by an interface exceeds the specified MTU, the frame will be discarded.
() The mtu command is valid only for physical interfaces.

Related Configuration

N  cConfiguring the MTU

The default MTU of an interface is generally 1,500 bytes.

Run the mtu num command in interface configuration mode to set the MTU for an interface.
1.3.4 Enabling or Disabling Link Trap

In interface configuration mode, you can configure whether to send link traps of an interface on a device.
Working Principle

If link trap is enabled on an interface, the SNMP sends link traps when the link status of the interface changes.
Related Configuration

N  Enabling Link Trap

Link trap is enabled by default.

In interface configuration mode, you can run the [ no ] snmp trap link-status command to enable or disable link trap on an

interface.
1.3.5 Enabling Interface Index Persistence

Similar to interface description, an interface index is also used to identify an interface. It is the ID of an interface. Every time an
interface is created, the system automatically assigns a unique index to the interface. When the device is restarted, the index of the

interface may change. If interface index persistence is enabled, the interface index remains the same after the device is restarted.
Working Principle
If interface index persistence is enabled, the index of an interface remains the same after the device is restarted.

Related Configuration
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N Enabling Interface Index Persistence

Interface index persistence is disabled by default.

You can run the snmp-server if-index persist command in global configuration mode to enable interface index persistence.
1.3.6 Configuring the Bandwidth

Working Principle

The bandwidth command is used for some routing protocols (for example, OSPF) to calculate the route metrics and for Resource
Reservation Protocol (RSVP) to calculate the retained bandwidth. Modifying the interface bandwidth will not affect the data

transmission rate of a physical interface.

) Running this command does not affect the fixed bandwidth of an interface at the physical layer, which functions as a routing

factor.

Related Configuration

N  configuring the Bandwidth

By default, the interface bandwidth depends on the interface type. For example, the default interface bandwidth of a GE interface is

1,000,000 and that of a 10GE interface is 10,000,000.

You can run the bandwidth kilobits command in interface configuration mode to set the interface bandwidth. kilobits indicates the
bandwidth per second, in the unit of Kbps. It ranges from 1 to the maximum Ethernet rate supported by FS devices. For 40GE
physical interfaces with the maximum rate capability, the maximum bandwidth is 40,000,000. You can run the no bandwidth

command to restore the default value.
1.3.7 Configuring the Load Calculation Interval

Working Principle

The load-interval command can be used to set the interval of calculating packet input/output. Usually the interval is set to 10

seconds.
Related Configuration

AY| Configuring the Load Calculation Interval

The default value of load-interval is 10 seconds.

You can run the load-interval seconds command in interface configuration mode to set load-interval of an interface. The value of
seconds ranges from 5 to 600 seconds, which must be an integer multiple of 5. You can run the no load-interval command to restore

the default value.
1.3.8 Configuring the Carrier Delay

Working Principle

The carrier delay refers to the acceptable time delay in status change of the Data Carrier Detect (DCD) signal from Down to Up or

from Up to Down. If the DCD status changes within the delay, the system will ignore this change and the upper data link layer does
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not need to renegotiate. If the carrier delay is set to a large value, nearly every transient DCD change will be ignored. On the contrary,

if the parameter is set to 0, every DCD signal change however minor will be detected by the system, resulting in higher instability.

i If the DCD carrier interrupts for a long time, set the parameter to a smaller value to accelerate topology convergence and route

summarization. On the contrary, if the period of DCD carrier interruption is smaller than the time of topology convergence or

route summarization, set the parameter to a larger value to avoid topology or route flapping.

Related Configuration

N  configuring the Carrier Delay

The default value of carry-delay for an interface is 2 seconds.

Run the carrier-delay seconds command in interface configuration mode to set carry-delay for an interface. The value of seconds

ranges from 0 to 60 seconds. You can run the no carrier-delay command to restore the default value.

1.3.9 Configuring the 802.1Q VLAN Tag

Working Principle

A virtual LAN (VLAN), namely a logical network partitioned in a physical network, is a layer-2 network of the OSI model. IEEE issued

the 802.1Q protocol standard in 1999 to standardize VLAN implementation.

The VLAN technology allows a network administrator to partition a physical LAN into different broadcast areas (or VLANs) logically.
Each VLAN consists of a group of computer workstations with the same needs. Therefore, they have the same features as the physical
LAN. However, since VLANSs are partitioned logically but not physically, the workstations in a VLAN do not need to be placed in the
same physical space. In other words, these workstations do not necessarily belong to the same physical LAN network segment. The
broadcast and unicast traffic on a VLAN cannot be forwarded to other VLANs, which helps control traffic, reduces equipment

investment, simplifies network management, and improves network security.

VLAN is a protocol proposed to solve the Ethernet broadcast problem and security issues. On the basis of an Ethernet frame, a VLAN
header is added and a VLAN ID is used to assign users into smaller work groups to restrict the mutual access at Layer 2 between
different work groups. Each work group is a VLAN. The advantage of a VLAN is to restrict the broadcasting scope, build virtual work

groups, and dynamically manage networks.

To communicate with a host in a VLAN, you can configure the 802.1Q (VLAN protocol) VLAN encapsulation tag on an Ethernet
interface or sub interface. In this way, the Ethernet interface encapsulates the VLAN header when sending a packet and detaches the

VLAN header when receiving a packet.
Related Configuration
N  configuring the 802.1Q VLAN Tag

By default, the 802.1Q encapsulation protocol is disabled for interfaces.

You can run the encapsulation dot1Q Vian/D command in interface configuration mode to encapsulate 802.1Q on an interface.

VlanID is the VLAN ID to be encapsulated.
1.3.10 Configuring the Rate and Duplex Mode

You can configure the rate and duplex mode of an Ethernet interface and AP.

Working Principle
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N Interface Rate

Generally, a device automatically negotiates the rate of an Ethernet interface with the peer device. The negotiated rate can be any
rate within the maximum rate supported. You can also specify any rate within the interface capability to enable the Ethernet

interface to work at this specified rate.

When you set the rate of an AP, the rate is actually valid for all its member interfaces (all of which are Ethernet interfaces).
N Interface Duplex

Ethernet interfaces and APs support three duplex modes:

® Ifaninterface is configured to work in full-duplex mode, the interface can send and receive packets at the same time.

® Ifaninterface is configured to work in half-duplex mode, the interface can only send or receive packets at a time.

® Ifaninterface is configured to work in auto-negotiation mode, the interface automatically negotiates its duplex status with the

peer interface.

When you configure the duplex mode of an AP, the mode is actually valid for all its member interfaces (all of which are Ethernet

interfaces).

Related Configuration

N  Configuring the Rate

Rate auto-negotiation is enabled on an interface by default. That is, the interface rate is set in auto-configuration mode by default.

You can run the speed { 10 | 100 | 1000 | auto } command in interface configuration mode to set the interface rate, which must be

within the maximum rate of the interface. Or you can also enable auto-negotiation mode on the interface.

N configuring the Duplex Mode

Duplex auto-negotiation is enabled on an interface by default. That is, the interface duplex mode is configured to auto by default.

You can run the duplex { full | half | auto } command in interface configuration mode to configure the interface duplex mode.
1.3.11 Enabling Module Auto-Detection

If an interface works in auto-negotiation mode, the interface rate can be automatically adjusted based on the detected type of the

inserted module.
Working Principle

Currently, two types of modules are supported: SFP (Gigabit) and SFP+ (10 Gigabit). If an SFP module is inserted, the interface works

in Gigabit mode. If an SFP+ module is inserted, the interface works in 10 Gigabit mode.
() Module auto-detection takes effect only when the interface works in auto-negotiation mode.

Related Configuration

N Enabling the Auto-Negotiation Mode

By default, the auto-negotiation mode and module auto-detection are enabled concurrently. When the interface rate is set to a sum

of any values, module auto-detection will be disabled.
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1.3.12 Port Flapping Protection

When flapping occurs on a port, a lot of hardware interruptions occur, consuming a lot of CPU resources. On the other hand,

frequent port flapping damages the port. You can configure the flapping protection function to protect ports.
Working Principle

By default, the port flapping protection function is enabled. You can disable this function as required. When flapping occurs on a
port, the port detects flapping every 2s or 10s. If flapping occurs six times within 2s on a port, the device displays a prompt. If 10
prompts are displayed continuously, that is, port flapping is detected continuously within 20s, the port is shut down(the violation
cause shows Link Dither). If flapping occurs 10 times within 10s on a port, the device displays a prompt without shutting down the

port.
1.3.13 Syslog

You can enable or disable the syslog function to determine whether to display information about the interface changes or

exceptions.
Working Principle

You can enable or disable the syslog function as required. By default, this function is enabled. When an interface becomes abnormal,
for example, the interface status changes, or the interface receives error frames, or flapping occurs, the system displays prompts to

notify users.

1.4 Configuration

Description and Command

é% (Optional) It is used to create, delete, and describe an interface.

Creates an interface (including a sub interface) and

enters the interface configuration mode of this

interface
interface, or directly enters the interface configuration
mode of an interface.
Configures interfaces within a specific range. If no
interface range interface is created, this command can be used to
create and configure interfaces in batches.
define interface-range Defines the interface macro for batch operation.
Configuring Interfaces Enables interface index persistence. That is, an
snmp-server if-index persist interface index remains the same after the device is
restarted.
Describes an interface in interface configuration
description

mode with a maximum of 32 characters.
Enables link trap on an interface in interface
snmp trap link-status
configuration mode.
shutdown Disables an interface in interface configuration mode.
Configures the port flapping protection function in
physical-port dither protect
global configuration mode.

logging [link-updown | error-frame | Configures the syslog function on an interface in
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Description and Command

Configuring Interface

Attrib

1.4.1

link-dither | res-lack-frame] global configuration mode.

éﬂ (Optional) It is used to configure interface attributes.

Configures the interface bandwidth in interface
bandwidth
configuration mode.

Configures the carrier delay of an interface in
carrier-delay
interface configuration mode.

Configures the load calculation interval of an interface

utes load-interval
in interface configuration mode.
duplex Configures the duplex mode of an interface.
mtu Configures the MTU of an interface.
speed Configures the interface rate.
encapsulation dot1Q Configures the 802.1Q VLAN tag on an interface.
Configuring Interfaces

Configuration Effect

®  Create a specified logical interface and enter the interface configuration mode. For an existing physical or logical interface,
directly enter the interface configuration mode.

®  Create specified logical interfaces in batches and enter the interface configuration mode. For an existing physical or logical
interface, directly enter the interface configuration mode.

®  Enable interface index persistence so that the interface index remains the same after the device is restarted.

®  Configure the interface description to intuitively and vividly describe an interface.

® Enable or disable link trap on an interface.

®  Configure the interface status by enabling or disabling the interface.

Notes

® N/A

Configuration Steps

N  configuring an Interface

®  (Optional) Run the interface command in global configuration mode.

®  This command is used to create a non-existing logical interface or configure an existing physical or logical interface in interface
configuration mode.

®  You can run the no form of this command to delete a logical interface, which does not apply to physical interfaces.

®  You can run the default form of this command to restore the default settings of a specified physical or logical interface in
interface configuration mode.

N  configuring Interfaces Within a Specific Range

®  (Optional) To configure this function, run the interface range command.
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®  Run this command in global configuration mode.

®  To create non-existing logical interfaces in batches or configure multiple existing physical or logical interfaces in interface

configuration mode, run this command.

®  You can run the no form of this command to delete logical interfaces within a specified range. This command does not apply to

physical interfaces.

®  You can run the default form of this command to restore the default settings of interfaces within a specified range in interface

configuration mode.

N  Enabling Interface Index Persistence

®  (Optional) To configure this function, run the snmp-server if-index persist command.

Run this command in global configuration mode.

You can run the no or default form of this command to disable this function.

N  Configuring the Interface Description

®  (Optional) To configure the interface description, run the description command.
®  Run this command in interface configuration mode.
®  You can run the no or default form of this command to delete the configured interface description.

N  Enabling or Disabling Link Trap

®  (Optional) To configure this function, run the snmp trap link-status command.
®  Run this command in interface configuration mode.
®  You can run the no or default form of this command to disable this function.

N Cconfiguring the Interface Status

(Optional) To disable an interface, run the shutdown command.

Run this command in interface configuration mode.

@®  You can run the no or default form of this command to re-enable the interface.

Verification

N  cConfiguring an Interface

® If you can enter the interface configuration mode after running the interface command, the configuration is successful.

®  After running the no interface command on a logical interface, you can also run the show running command to check

whether the interface still exists. If not, the interface has been properly deleted.

®  After running the default interface command on an interface, you can run the show running command to check whether the

configurations under the interface are restored to the default values. If so, the configuration is successful.

AY| Configuring Interfaces Within a Specific Range

® If you can properly enter the interface configuration mode after running the interface range command, the configuration is

successful.
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®  After running the no interface range command on a logical interface, you can also run the show running command to check

whether the interface exists. If not, the interface has been properly deleted.

®  After running the default interface command for an interface, you can run the show running command to check whether the

configurations under the interface are restored to the default values. If so, the configuration is successful.

N  Enabling Interface Index Persistence

®  After running the snmp-server if-index persist command, run write to save the configuration. Then restart the device and run
the show interface command to display the interface index. If the interface index remains the same after the device is restarted,

the configuration is successful.

N  Enabling or Disabling Link Trap

®  Select a physical interface, plug or remove the network cable, and then start the SNMP server. If the SNMP server can properly

receive the traps about link status changes of an interface, the function is enabled properly.

®  After running the no form of this command, select a physical interface, plug or remove the network cable, and then start the
SNMP server. If the SNMP server cannot receive the traps about link status changes of this interface, link trap has been properly

disabled.

N Cconfiguring the Interface Status

®  Select a physical interface, install the network cable to make the interface Up, and run the shutdown command to disable this
interface. If the Syslog information on the Console shows that the interface status changes to Down and the LED of this
interface turns off, the interface is properly disabled. Then run the no shutdown command to restart this interface. If the Syslog
information on the Console shows that the interface status changes to Up and the LED of this interface turns on, the interface is

properly re-enabled.

AY| Configuring Port Flapping Protection

®  Run the physical-port dither protect command in global configuration mode. Frequently remove and insert the network
cable on a physical port to simulate port flapping. Verify that a syslog indicating port flapping is displayed on the Console.

After such a syslog is displayed for several times, the system prompts that the port will be shutdown.

®  Run the physical-port dither period command in global configuration mode to enable flapping detection. You can define
violating ports by configuring detection period duration, threshold for flapping and the number of consecutive violating

period.

N  Configuring the Syslog Function

®  Run the logging link-updown command in global configuration mode to display the interface status information. Remove
and then insert the network cable on a physical port. The interface state will change twice. Verify that the information is
displayed on the Console, indicating that the interface state changes from Up to Down, and then from Down to Up. Run the no
logging link-updown command. Remove and then insert the network cable. Verify that the related information is no longer

displayed on the Console. This indicates that the syslog function is normal.
Related Commands

N  configuring an Interface

Command interface interface-type interface-number

Parameter interface-type interface-number: Indicates the interface type and ID. The following interface types are supported:
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Description
Command
Mode

Usage Guide

Ethernet interface and loopback interface.

Global configuration mode

® Ifalogical interface is not created, the interface is created after the interface
configuration mode is entered.

® Ifaninterfaceis a physical interface or an existing logical interface, directly enter the
interface configuration mode.
Run the no form of this command to delete a specified logical interface.

®  Run the default form of this command to restore the default configurations in

interface configuration mode.

AY| Configuring Interfaces Within a Specific Range

Command
Parameter

Description

Command
Mode

Usage Guide

interface range { port-range | macro macro_name}

port-range: Indicates the type and ID range of interfaces to be operated in batches. The following interface types
are supported: Ethernet interface and loopback interface.

macro_name: Indicates the macro name for interfaces within a specific range.

Global configuration mode

® If logical interfaces to be configured do not exist, create them and then enter the interface configuration
mode.

® If interfaces to be configured are physical interfaces or existing logical interfaces, directly enter the interface
configuration mode.

®  Run the no form of this command to delete specified logical interfaces in batches.
Run the default form of this command to restore the default configurations in batches in interface
configuration mode.

® To use a macro, run the define interface-range command in global configuration mode to set macro_name
for interfaces within a specific range, and then run the interface range macro macro_name command to

configure these interfaces in batches.

N  Enabling Interface Index Persistence

Command
Parameter
Description
Command
Mode

Usage Guide

snmp-server if-index persist

N/A

Global configuration mode

After you run this command and save the configuration, all interface indexes will be saved. After the device is

restarted, an interface index assigned before the restart will be used.

N  Enabling Link Trap

Command
Parameter
Description

Command

snmp trap link-status

N/A

Interface configuration mode
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Mode
Usage Guide This command is used to configure whether to send link traps of an interface. If yes, the SNMP server sends traps
when the link status of an interface changes. If no, the SNMP server does not send traps unless the link status of

the interface changes.

AY| Configuring the Interface Description

Command description string

Parameter string: Indicates the interface description.

Description

Command Interface configuration mode

Mode

Usage Guide Run this command to enter the interface configuration mode and then modify the interface configurations.

N  configuring the Interface Status

Command shutdown

Parameter N/A

Description

Command Interface configuration mode

Mode

Usage Guide Run the shutdown command to disable an interface. Run the no shutdown command to re-enable an interface. In

certain cases, the no shutdown command cannot be executed. For example, if an interface is in violation state, the

no shutdown command cannot be executed on the interface.

AY| Configuring Port Flapping Protection

® Optional.

®  Run this command to protect the port against flapping.

Command physical-port dither protect

Parameter N/A

Description

Defaults By default, port flapping protection is enabled.
Command Global configuration mode

Mode

Usage Guide N/A

N  Configuring the Syslog Function

® Optional.

®  Run this command to enable or disable the syslog function on an interface.

Command [no] logging [link-updown | error-frame | link-dither ]
Parameter link-updown: prints the status change information.
Description error-frame: prints the error frame information.

link-dither: prints the port flapping information.

Defaults By default, the syslog function is enabled on an interface.
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Command
Mode

Usage Guide

Global configuration mode

N/A

Configuration Example

N  configuring Interfaces

Scenario

Figure 1-2

Configuration

Steps

Verification

192.168.1.1/24 192.168.1.2/24

GigabilEthernet GigabitEthama:tf___
i 0 o .

Foute A Route B

Connect two routers through Ethernet interfaces.
Configure both routers with IP addresses in the same network segment.
Enable interface index persistence on both routers.

Enable link trap on both routers.

Configure the interface status on both routers.
A# configure terminal

A(config)# snmp-server if-index persist

A(config)# interface gigabitethernet 0/1

A(config-if-GigabitEthernet 0/1)# ip address 192.168.1.1 255.255.255.0
A(config-if-GigabitEthernet 0/1)# snmp trap link-status
A(config-if-GigabitEthernet 0/1)# shutdown

A(config-if-GigabitEthernet 0/1)# end

A# write

B# configure terminal

B(config)# snmp-server if-index persist

B(config)# interface gigabitethernet 0/1

B(config-if-GigabitEthernet 0/1)# ip address 192.168.1.2 255.255.255.0
B(config-if-GigabitEthernet 0/1)# snmp trap link-status
B(config-if-GigabitEthernet 0/1)# shutdown
B(config-if-GigabitEthernet 0/1)# end

B# write

Perform the following operations on Router A and Router B respectively:

®  After running the shutdown command, check whether the interface status of
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GigabitEthernet 0/1 is correct.

®  After running the shutdown command, check whether GigabitEthernet 0/1 sends
traps when the link status of this interface changes to Down.

®  After the device is restarted, check whether the interface index of GigabitEthernet 0/1

remains the same.

A A# show interfaces gigabitEthernet 0/1
Index(dec):1 (hex):1
GigabitEthernet 0/1 is administratively down , line protocol is DOWN
Hardware is PQ3 TSEC GIGABIT ETHERNET CONTROLLER GigabitEthernet, address is 0a0b.0c0d.0e0e (bia
0a0b.0c0d.0e0e)
Interface address is: 192.168.1.1/24
ARP type: ARPA,ARP Timeout: 3600 seconds
Interface IPv6 address is:
No IPv6 address
MTU 1500 bytes, BW 1000000 Kbit
Encapsulation protocol is Ethernet-Il, loopback not set
Keepalive interval is 10 sec, set
Carrier delay is 2 sec
Rxload is 1/255, Txload is 1/255
Ethernet attributes:
Medium-type is Copper
Last link state change time: 2013-12-20 13:55:20
Time duration since last link state change: 5 days, 5 hours, 17 minutes, 36 seconds
Priority is O
admin duplex mode is AUTO, oper duplex is Unknown
admin speed is AUTO, oper speed is Unknown
Rxload is 1/255, Txload is 1/255
10 seconds input rate 0 bits/sec, 0 packets/sec
10 seconds output rate 0 bits/sec, 0 packets/sec
4 packets input, 408 bytes, 0 no buffer, 0 dropped
Received 0 broadcasts, 0 runts, 0 giants
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 abort
4 packets output, 408 bytes, 0 underruns , 0 dropped
0 output errors, 0 collisions, 0 interface resets
B

B# show interfaces gigabitEthernet 0/1
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Index(dec):1 (hex):1
GigabitEthernet 0/1 is administratively down , line protocol is DOWN

Hardware is PQ3 TSEC GIGABIT ETHERNET CONTROLLER GigabitEthernet, address is  00d0.f8fb.5945 (bia
00d0.f8fb.5945)

Interface address is: 192.168.1.2/24
ARP type: ARPA,ARP Timeout: 3600 seconds
Interface IPv6 address is:
No IPv6 address
MTU 1500 bytes, BW 1000000 Kbit
Encapsulation protocol is Ethernet-Il, loopback not set
Keepalive interval is 10 sec, set
Carrier delay is 2 sec
Rxload is 1/255, Txload is 1/255
Ethernet attributes:
Medium-type is Copper
Last link state change time: 2013-12-20 13:55:20
Time duration since last link state change: 5 days, 5 hours, 17 minutes, 36 seconds
Priority is O
admin duplex mode is AUTO, oper duplex is Unknown
admin speed is AUTO, oper speed is Unknown
Rxload is 1/255, Txload is 1/255
10 seconds input rate 0 bits/sec, 0 packets/sec
10 seconds output rate 0 bits/sec, 0 packets/sec
4 packets input, 408 bytes, 0 no buffer, 0 dropped
Received 0 broadcasts, 0 runts, 0 giants
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 abort
4 packets output, 408 bytes, 0 underruns, 0 dropped

0 output errors, 0 collisions, 0 interface resets

Common Errors

® N/A
1.4.2 Configuring Interface Attributes

Configuration Effect

®  Connect devices through routing interfaces for data communication.
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®  Adjust interface attributes on devices.
Notes
® N/A

Configuration Steps

N configuring the Interface Rate

®  (Optional) If this function is required, run the speed command in interface configuration mode.

® The default interface rate negotiation is auto.

N configuring the Duplex Mode

®  (Optional) If this function is required, run the duplex command in interface configuration mode.

® The default duplex mode is auto.

N  cConfiguring the MTU

®  (Optional) If this function is required, run the mtu command in interface configuration mode.

®  Generally, the default MTU of an interface is 1,500 bytes.

AY| Configuring the Bandwidth

®  (Optional) If this function is required, run the bandwidth command in interface configuration mode.
®  Generally, the interface bandwidth is the same as the interface rate.

N  configuring the Carrier Delay

®  (Optional) If this function is required, run the carrier-delay command in interface configuration mode.
®  The default carrier delay is 2 seconds.

AY| Configuring the Load Calculation Interval

®  (Optional) If this function is required, run the load-interval command in interface configuration mode.
®  The default load interval is 10 seconds.

N  Configuring the 802.1Q VLAN Tag

®  (Optional) If this function is required, run the encapsulation dot1Q command in interface configuration mode.
® The 802.1Q encapsulation protocol is disabled by default.

Verification

®  Run the show interfaces command to display the status of interface attributes.

Related Commands

A

Configuring the MTU

Command mtu num

Parameter num: The minimum value is 64. The maximum value varies with the product and depends on the chip.
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Description

Command Interface configuration mode

Mode

Usage Guide Set the MTU of an interface to the maximum length of the link layer data. At present, you can only set the MTU of

physical interfaces and APs.

N  configuring the Interface Rate

Command speed [ 10| 100 | 1000 | auto ]
Parameter 10: Sets the interface rate to 10 Mbps.
Description 100: Sets the interface rate to 100 Mbps.

1000: Sets the interface rate to 1000 Mbps.

auto: Sets the interface rate to auto-sensing.

Command Interface configuration mode
Mode
Usage Guide The rate of an AP member interface depends on the rate of the AP. If a member interface exits the AP, set its rate

independently. Run the show interfaces command to display the configuration. You need to set different rates for

different interface types. For example, the rate of an SFP port cannot be set to 10 Mbps.

N  Configuring the Duplex Mode

Command duplex { auto | full | half }
Parameter auto: Indicates auto switch between full-duplex mode and half-duplex mode.
Description full: Indicates full-duplex mode.

half: Indicates half-duplex mode.

Command Interface configuration mode
Mode
Usage Guide The duplex attribute of an interface depends on the interface type. You can run the show interfaces command to

display the duplex configuration of an interface.

N configuring the Carrier Delay

Command carrier-delay seconds

Parameter seconds: Indicates the carrier delay ranging from 0 to 60 seconds.
Description

Command Interface configuration mode

Mode

Usage Guide N/A

N  cConfiguring the Load Calculation Interval

Command load-interval seconds

Parameter seconds: Indicates the load calculation Interval ranging from 5 to 600 seconds.
Description

Command Interface configuration mode

Mode

Usage Guide N/A




y
AP SERIES CONFIGURATION GUIDE 6 FS

N  cConfiguring the Bandwidth

Command
Parameter
Description
Command
Mode

Usage Guide

bandwidth kilobits
kilobits: Indicates the interface bandwidth, ranging from 1 to the maximum Ethernet rate supported by FS devices
in the unit of Kbps.

Interface configuration mode

N/A

N  Configuring the 802.1Q VLAN Tag

Command
Parameter
Description
Command
Mode

Usage Guide

encapsulation dot1Q VianID
VlanID: Indicates VLAN ID ranging from 1 to 4094.

Interface configuration mode

N/A

Configuration Example

N  cConfiguring Interface Attributes

Scenario

Figure 1-3

Configuration

Steps

Switch A

Gavt.1: 192.168.1.1/24 Gl 1 192.1868.2.1724

SR Serial 10: 1721611724 Serial 10; 172.16,1,2/24

SV 2192168 .2.2124

: -: Gio G0N B T Seal 10 Seral 10N S Ci't  Gi01
@ = = Internet & e
Switch & FautEh Frame Relay Route B Switch B

®  On Switch A, configure GigabitEthernet 0/1 as a trunk interface, configure SVI 2, and configure the IP address
and the route to Switch B for SVI 2.

® OnRouter A, enable VLAN ID encapsulation for GigabitEthernet 0/1.1, set VLAN ID to 2, and configure the IP
address; enable FR encapsulation for Serial 1/0, configure an IP address in another network segment, and
configure the RIP routing protocol to create a route to Switch B.

® OnRouter B, enable VLAN ID encapsulation for GigabitEthernet 0/1.1, set VLAN ID to 2, and configure the IP
address; enable FR encapsulation for Serial 1/0, configure an IP address in another network segment, and
configure the RIP routing protocol to create a route to Switch A.

®  On Switch B, configure GigabitEthernet 0/1 as a trunk interface, configure SVI 2, and configure the IP address
and the route to Switch A for SVI 2.

SA# configure terminal

SA(config)# interface GigabitEthernet 0/1
SA(config-if)# switchport mode trunk
SA(config-if)# exit

SA(config)# interface vlan 2

SA(config-if)# ip address 192.168.1.2 255.255.255.0
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SA(config-if)# exit
SA(config)# ip route 0.0.0.0 255.255.255.0 VLAN 1 192.168.1.1

Router A RA# configure terminal

RA(config)# interface GigabitEthernet 0/1.1
RA(config-if)# encapsulation dot1Q 2
RA(config-if)# ip address 192.168.1.1 255.255.255.0
RA(config-if)# exit

RA(config)# interface Serial 1/0

RA(config-if)# encapsulation frame-relay
RA(config-if)# ip address 172.16.1.1 255.255.255.0
RA(config-if)# exit

RA(config)# router rip

RA(config-router)# network 192.168.1.0
RA(config-router)# network 17.16.1.0
RA(config-router)# exit

Router B RB# configure terminal

RB(config)# interface GigabitEthernet 0/1.1
RB(config-if)# encapsulation dot1Q 2
RB(config-if)# ip address 192.168.2.1 255.255.255.0
RB(config-if)# exit

RB(config)# interface Serial 1/0

RB(config-if)# encapsulation frame-relay
RB(config-if)# ip address 172.16.1.2 255.255.255.0
RB(config-if)# exit

RB(config)# router rip

RB(config-router)# network 192.168.2.0
RB(config-router)# network 17.16.1.0
RB(config-router)# exit

Switch B SB# configure terminal

SB(config)# interface GigabitEthernet 0/1
SB(config-if)# switchport mode trunk
SB(config-if)# exit

SB(config)# interface vlan 2
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Verification

Switch A

SB(config-if)# ip address 192.168.2.2 255.255.255.0

SB(config-if)# exit

SB(config)# ip route 0.0.0.0 255.255.255.0 VLAN 1 192.168.2.1

Perform the following operations on Switch A, Switch B, Router A, and Router B respectively :

®  Enable Switch A to ping the IP addresses of the other three devices and ensure that the four devices can

have access to each other.

®  Check whether Router A and Router B can successfully ping each other.

®  Check whether the interface status is correct.
SA# show interfaces gigabitEthernet 0/1
Index(dec):1 (hex):1
GigabitEthernet 0/1is UP , line protocol is UP
Hardware is GigabitEthernet
Interface address is: no ip address
MTU 1500 bytes, BW 100000 Kbit
Encapsulation protocol is Bridge, loopback not set
Keepalive interval is 10 sec, set
Carrier delay is 2 sec

Rxload is 1/255, Txload is 1/255

Queue Transmitted packets Transmitted bytes
0 0
1 0
2 0
3 0
4 0
5 0
6 0
7 363 85164

Switchport attributes:

interface's description:

admin medium-type is Copper, oper medium-type is Copper

lastchange time:0 Day: 0 Hour: 1 Minute: 9 Second
Priority is O
admin duplex mode is AUTO, oper duplex is Full

admin speed is AUTO, oper speed is 100M

Dropped packets

Dropped bytes
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Router A

flow control admin status is OFF, flow control oper status is OFF
admin negotiation mode is OFF, oper negotiation state is ON
Storm Control: Broadcast is OFF, Multicast is OFF, Unicast is OFF
Port-type: trunk
Native vlan: 1
Allowed vlan lists: 1-4094
Active vlan lists: 1-5
10 seconds input rate 0 bits/sec, 0 packets/sec
10 seconds output rate 67 bits/sec, 0 packets/sec
362 packets input, 87760 bytes, 0 no buffer, 0 dropped
Received 0 broadcasts, 0 runts, 0 giants
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 abort
363 packets output, 82260 bytes, 0 underruns, 0 dropped

0 output errors, 0 collisions, 0 interface resets

RA# show interfaces gigabitEthernet 0/1.1
Index(dec):10 (hex):10
GigabitEthernet 0/1is UP , line protocol is UP
Hardware is OCTEON-SGMII GigabitEthernet, address is  00d0.f8fb.5945 (bia
Interface address is: 192.168.1.1/24
ARP type: ARPA,ARP Timeout: 3600 seconds
Interface IPv6 address is:
No IPv6 address
MTU 1500 bytes, BW 1000000 Kbit
Encapsulation protocol is 802.1Q Virtual LAN,Vlan ID 2
RA# show interface serial 1/0
Index(dec):1 (hex):1
Serial 1/0is UP, line protocol is UP
Hardware is Infineon DSCC4 PEB20534 H-10 serial
Interface address is: 172.16.1.1/24
Interface IPv6 address is:
No IPv6 address
MTU 1500 bytes, BW 2000 Kbit
Encapsulation protocol is frame-relay, loopback not set

Keepalive interval is 10 sec, set

00d0.f8fb.5945)
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Router B

Carrier delay is 2 sec

Queueing strategy: WFQ

Rxload is 1/255,Txload is 1/255

5 minutes input rate 0 bits/sec, 0 packets/sec

5 minutes output rate 0 bits/sec, 0 packets/sec
235 packets input, 434532 bytes, 0 no buffer
Received 0 broadcasts, 0 runts, 0 giants

0 input errors, 0 CRC, 0 frame, 0 overrun, 0 abort
35 packets output, 36545 bytes, 0 underruns

0 output errors, 0 collisions, 0 interface resets

RB# show interfaces gigabitEthernet 0/1.1
Index(dec):10 (hex):10
GigabitEthernet 0/1 is UP , line protocol is UP
Hardware is OCTEON-SGMII GigabitEthernet, address is  00d0.f8fb.5946 (bia
Interface address is: 192.168.2.1/24
ARP type: ARPA,ARP Timeout: 3600 seconds
Interface IPv6 address is:
No IPv6 address
MTU 1500 bytes, BW 1000000 Kbit
Encapsulation protocol is 802.1Q Virtual LAN,VIan ID 2
RB# show interface serial 1/0
Index(dec):1 (hex):1
Serial 1/0 is UP, line protocol is UP
Hardware is Infineon DSCC4 PEB20534 H-10 serial
Interface address is: 172.16.1.1/24
Interface IPv6 address is:
No IPv6 address
MTU 1500 bytes, BW 2000 Kbit
Encapsulation protocol is frame-relay, loopback not set
Keepalive interval is 10 sec, set
Carrier delay is 2 sec
Queueing strategy: WFQ
Rxload is 1/255,Txload is 1/255

5 minutes input rate 0 bits/sec, 0 packets/sec

00d0.f8fb.5946)
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Switch B

5 minutes output rate 0 bits/sec, 0 packets/sec
235 packets input, 434532 bytes, 0 no buffer
Received 0 broadcasts, 0 runts, 0 giants

0 input errors, 0 CRC, 0 frame, 0 overrun, 0 abort
35 packets output, 36545 bytes, 0 underruns

0 output errors, 0 collisions, 0 interface resets

SB# show interfaces gigabitEthernet 0/1
Index(dec):1 (hex):1
GigabitEthernet 0/1is UP , line protocol is UP
Hardware is GigabitEthernet
Interface address is: no ip address
MTU 1500 bytes, BW 100000 Kbit
Encapsulation protocol is Bridge, loopback not set
Keepalive interval is 10 sec, set
Carrier delay is 2 sec

Rxload is 1/255, Txload is 1/255

Queue Transmitted packets Transmitted bytes Dropped packets
0 0 0
1 0 0
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0
7 363 85164

Switchport attributes:
interface's description:""

admin medium-type is Copper, oper medium-type is Copper

lastchange time:0 Day: 0 Hour: 1 Minute: 9 Second

Priority is O

admin duplex mode is AUTO, oper duplex is Full

admin speed is AUTO, oper speed is 100M

flow control admin status is OFF, flow control oper status is OFF

admin negotiation mode is OFF, oper negotiation state is ON

Dropped bytes
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Storm Control: Broadcast is OFF, Multicast is OFF, Unicast is OFF
Port-type: trunk
Native vlan: 1
Allowed vlan lists: 1-4094
Active vlan lists: 1-5
10 seconds input rate 0 bits/sec, 0 packets/sec
10 seconds output rate 67 bits/sec, 0 packets/sec
362 packets input, 87760 bytes, 0 no buffer, 0 dropped
Received 0 broadcasts, 0 runts, 0 giants
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 abort
363 packets output, 82260 bytes, 0 underruns, 0 dropped

0 output errors, 0 collisions, 0 interface resets

Common Errors
N/A

1.5 Monitoring
Clearing

é Running the clear commands may lose vital information and interrupt services.

Clears the interface counters. clear counters [ interface-type interface-number ]
Restarts an interface. clear interface interface-type interface-number
Displaying

N Dpisplaying Interface Configuration and Status

Displays the status and configuration of = show interfaces [ interface-type interface-number]

an interface.

Displays the interface status. show interfaces [ interface-type interface-number ] status

Displays the time and times of link show interfaces [ interface-type interface-number ] link-state-change statistics
status changes.

Displays the description and status of show interfaces [ interface-type interface-number ] description

an interface.

Displays the counters of an interface, show interfaces [ interface-type interface-number ] counters

among which the rate may have an

error within 0.5%.

Displays the counters of packets show interfaces [ interface-type interface-number ] counters increment
increased in the previous sampling

interval.
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Displays the error counters on an
interface.

Displays the Tx/Rx rate of an interface.
Displays the counter summary of an
interface.

Displays the bandwidth usage of an
interface.

Displays brief information of ports.
Displays brief information of all
physical, aggregation and
management ports, including status,
VLANSs, auto negotiation, duplex mode,
speed, bandwidth usage, and

description.

Command
show interfaces [ interface-type interface-number ] counters error

show interfaces [ interface-type interface-number ] counters rate

show interfaces [ interface-type interface-number ] counters summary

show interfaces [ interface-type interface-number ] usage

show interfaces [ interface-type interface-number ] brief

show interfaces [ interface-type interface-number ] ethernet brief
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2 Configuring MAC Address
2.1 Overview

A MAC address table contains the MAC addresses, interface numbers and VLAN IDs of the devices connected to the local device.

When a device forwards a packet, it finds an output port from its MAC address table according to the destination MAC address and

the VLAN ID of the packet.

After that, the packet is unicast, multicast or broadcast.

0 This document covers dynamic MAC addresses, static MAC addresses and filtered MAC addresses. For the management of

multicast MAC addresses, please see Configuring IGMP Snooping Configuration.
Protocols and Standards

®  |EEE 802.3: Carrier sense multiple access with collision detection (CSMA/CD) access method and physical layer specifications

®  |EEE 802.1Q: Virtual Bridged Local Area Networks

2.2 Applications

Application

MAC Address Learning Forward unicast packets through MAC addresses learning.
MAC Address Change Notification Monitor change of the devices connected to a network device through MAC address

change notification.

2.2.1 MAC Address Learning

Scenario

Usually a device maintains a MAC address table by learning MAC addresses dynamically. The operating principle is described as

follows:

As shown in the following figure, the MAC address table of the switch is empty. When User A communicates with User B, it sends a
packet to the port GigabitEthernet 0/2 of the switch, and the switch learns the MAC address of User A and stores it in the table.
As the table does not contain the MAC address of User B, the switch broadcasts the packet to the ports of all connected devices

except User A, including User B and User C.

Figure 2- 1 Step 1 of MAC Address Learning

I I User B
00d0 f864, efba

GigabitEthemet 0/3
GigabitEthemet V2 - e e

—

GigabitEthemet 01
Liser A

000 1826 5af7 | . %
; User C

00d0_fa30.F177

Figure 2- 2 MAC Address Table 1
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Eﬁ_ VLAN MAC address

Dynamic 00d0.f8a6.5af7 GigabitEthernet 0/2

When User B receives the packet, it sends a reply packet to User A through port GigabitEthernet 0/3 on the switch. As the MAC
address of User A is already in the MAC address table, the switch send the reply unicast packet to port GigabitEthernet 0/2 port and

learns the MAC address of User B. User C does not receive the reply packet from User B to User A.

Figure 2- 3 Step 2 of MAC Address Learning

; - Liser B
GigabitEthemst 073 00c) fa64, ebbs
G'WbitEthﬂme‘ o -~ 12 meal Ly
s
GigabitEthemet 0/1
User A
(k) fRaG SafT

Usar C
00d0f839 117F

Figure 2- 4 MAC Address Table 2

EE_ VLAN MAC address nterface

Dynamic 00d0.f8a6.5af7 GigabitEthernet 0/2
Dynamic 1 00d0.f8a4.e9b6 GigabitEthernet 0/3

Through the interaction between User A and User B, the switch learns the MAC addresses of User A and User B. After that, packets

between User A and User B will be exchanged via unicast without being received by User C.
Deployment

®  With MAC address learning, a layer-2 switch forwards packets through unicast, reducing broadcast packets and network load.
2.2.2 MAC Address Change Notification

MAC address change notification provides a mechanism for the network management system (NMS) to monitor the change of

devices connected to a network device.
Scenario

Figure 2- 5 MAC Address Change Notification

NN SMMF Trap |

Administrator

] L —_—

User A Switch User B

After MAC address change notification is enabled on a device, the device generates a notification message when the device learns a

new MAC address or finishes aging a learned MAC address, and sends the message in an SNMP Trap message to a specified NMS.
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A notification of adding a MAC address indicates that a new user accesses the network, and that of deleting a MAC address indicates

that a user sends no packets within an aging time and usually the user exits the network.

When a network device is connected to a number of devices, a lot of MAC address changes may occur in a short time, resulting in an
increase in traffic. To reduce traffic, you may configure an interval for sending MAC address change notifications. When the interval

expires, all notifications generated during the interval are encapsulated into a message.

+When a notification is generated, it is stored in the table of historical MAC address change notifications. The administrator may

know recent MAC address changes by checking the table of notification history even without NMS.
” A MAC address change notification is generated only for a dynamic MAC address.

Deployment

®  Enable MAC address change notification on a layer-2 switch to monitor the change of devices connected to a network device.
2.3 Features

Basic Concepts

A  Dynamic MAC Address

A dynamic MAC address is a MAC address entry generated through the process of MAC address learning by a device.

N  Address Aging

A device only learns a limited number of MAC addresses, and inactive entries are deleted through address aging.

A device starts aging a MAC address when it learns it. If the device receives no packet containing the source MAC address, it will

delete the MAC address from the MAC address table when the time expires.

N  Forwarding via Unicast

If a device finds in its MAC address table an entry containing the MAC address and the VLAN ID of a packet and the output port is

unique, it will send the packet through the port directly.

N Forwarding via Broadcast
If a device receives a packet containing the destination address ffff.ffff.ffff or an unidentified destination address, it will send the

packet through all the ports in the VLAN where the packet is from, except the input port.

2.4 Configuration

Description and Command

Confiquring D ic MAC & (Optional) It is used to enable MAC address learning.
onfiguring Dynamic

Address Configures an aging time for a dynamic MAC
mac-address-table aging-time
address.
Configuring a Static MAC é\ (Optional) It is used to bind the MAC address of a device with a port of a switch.
Address mac-address-table static Configures a static MAC address.
Configuring a MAC Address for é} (Optional) It is used to filter packets.
Packet Filtering mac-address-table filtering Configures a MAC address for packet filtering.
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Description and Command

égﬁ (Optional) It is used to monitor change of devices connected to a network device.

Configuring MAC Address

Change Notification Configures MAC address change notification

mac-address-table notification

globally.
2.4.1 Configuring Dynamic MAC Address
Configuration Effect
Learn MAC addresses dynamically and forward packets via unicast.
Configuration Steps
N configuring an Aging Time for a Dynamic MAC Address
® Optional.
®  Configure an aging time for dynamic MAC addresses.
[
Command mac-address-table aging-time value
Parameter value: Indicates the aging time. The value is either 0 or in the range from 10 to 1000,000.
Description
Defaults The default is 300s.
Command Global configuration mode
Mode
Usage Guide If the value is set to 0, MAC address aging is disabled and learned MAC addresses will not be aged.

“ The actual aging time may be different from the configured value, but it is not more than two times of the configured value.
Verification
®  Check whether a device learns dynamic MAC addresses.

®  Run the show mac-address-table dynamic command to display dynamic MAC addresses.

®  Run the show mac-address-table aging-time command to display the aging time for dynamic MAC addresses.

Command show mac-address-table dynamic [ address mac-address ] [ interface interface-id ] [ vlan vian-id ]
Parameter address mac-address: Displays the information of a specific dynamic MAC address.
Description interface interface-id: Specifies a physical interface or an AP port.

vlan vian-id: Displays the dynamic MAC addresses in a specific VLAN.
Command Privileged EXEC mode/Global configuration mode/Interface configuration mode
Mode
Usage Guide N/A

FS# show mac-address-table dynamic

Vlan MAC Address Type Interface

1 0000.0000.0001 DYNAMIC GigabitEthernet 1/1
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Command
Parameter
Description
Command
Mode

Usage Guide

1

0001.960c.a740
0007.95¢7.dff9
0007.95cf.eee0
0007.95cf.f41f
0009.b715.d400
0050.bade.63c4

Field

Vlan

MAC Address
Type

Interface

DYNAMIC GigabitEthernet 1/1
DYNAMIC GigabitEthernet 1/1
DYNAMIC GigabitEthernet 1/1

DYNAMIC GigabitEthernet 1/1

DYNAMIC GigabitEthernet 1/1

DYNAMIC GigabitEthernet 1/1

Description

Indicates the VLAN where the MAC address resides.
Indicates a MAC Address.

Indicates a MAC address type.

Indicates the interface where the MAC address

resides.

show mac-address-table aging-time

N/A

Privileged EXEC mode/Global configuration mode/Interface configuration mode

N/A

FS# show mac-address-table aging-time

Aging time: 300

Configuration Example

N  Configuring Dynamic MAC Address

Scenario

Figure 2-6

Configuration

Steps

Verification

FS# configure terminal

Configure the aging time for dynamic MAC addresses to 180s.

Delete all dynamic MAC addresses in VLAN 1 on port GigabitEthernet 0/1.

FS(config)# mac aging-time 180

FS# clear mac-address-table dynamic interface GigabitEthernet 0/1 vlan 1

Check MAC address learning on an interface.
Display the aging time for dynamic MAC addresses.
Display all dynamic MAC addresses in VLAN 1 on port GigabitEthernet 0/1.
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FS# show mac-address-learning

GigabitEthernet 0/1 learning ability: enable

FS# show mac aging-time

Aging time : 180 seconds

FS# show mac-address-table dynamic interface GigabitEthernet 0/1 vlan 1

Vlan MAC Address Type Interface

1 00d0.f800.1001 STATIC  GigabitEthernet 1/1

Common Errors

Configure MAC address learning on an interface before configuring the interface as a layer-2 interface, for example, a switch port or

an AP port.
2.4.2 Configuring a Static MAC Address

Configuration Effect

®  Bind the MAC address of a network device with a port of a switch.
Configuration Steps

N configuring a Static MAC address

® Optional.

®  Bind the MAC address of a network device with a port of a switch.

{J
Command mac-address-table static mac-address vlan vian-id interface interface-id
Parameter address mac-address: Specifies a MAC address.
Description vlan vian-id: Specifies a VLAN where the MAC address resides.
interface interface-id: Specifies a physical interface or an AP port.
Defaults By default, no static MAC address is configured.
Command Global configuration mode
Mode

Usage Guide When the switch receives a packet containing the specified MAC address on the specified VLAN, the packet is

forwarded to the bound interface.
Verification

®  Run the show mac-address-table static command to check whether the configuration takes effect.

Command show mac-address-table static [ address mac-address ] [ interface interface-id 1 [ vlan vian-id ]
Parameter address mac-address: Specifies a MAC address.
Description interface interface-id: Specifies a physical interface or an AP port.

vlan vian-id: Specifies a VLAN where the MAC address resides.
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Command
Mode

Usage Guide

Privileged EXEC mode/Global configuration mode /Interface configuration mode

N/A
FS# show mac-address-table static

Vlan MAC Address Type Interface

1 00d0.f800.1001 STATIC  GigabitEthernet 1/1
1 00d0.f800.1002 STATIC  GigabitEthernet 1/1

1 00d0.f800.1003 STATIC  GigabitEthernet 1/1

Configuration Example

N configuring a Static MAC address

In the above example, the relationship of MAC addresses, VLAN and interfaces is shown in the following table.

Role

Web Server

Database Server

Administrator
Scenario

Figure 2-7

Configuration

Steps

Verification

A

MAC Address VLAN ID Interface ID
00d0.3232.0001 VLAN2 Gi0/10
00d0.3232.0002 VLAN2 Gi0/11
00d0.3232.1000 VLAN2 Gi0/12

Wb Servear
al 10

Gi 012

Database Server

Administrator Users

®  Specify destination MAC addresses (mac-address).
®  Specify the VLAN (vian-id) where the MAC addresses reside.

®  Specify interface IDs (interface-id).

A# configure terminal

A(config)# mac-address-table static 00d0.f800.3232.0001 vlan 2 interface gigabitEthernet 0/10
A(config)# mac-address-table static 00d0.f800.3232.0002 vlan 2 interface gigabitEthernet 0/11

A(config)# mac-address-table static 00d0.f800.3232.1000 vlan 2 interface gigabitEthernet 0/12

Display the static MAC address configuration on a switch.

A# show mac-address-table static

6&Fs
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Vlan MAC Address Type Interface
2 00d0.f800.3232.0001 STATIC GigabitEthernet 0/10
2 00d0.f800.3232.0002 STATIC GigabitEthernet 0/11
2 00d0.f800.3232.1000 STATIC GigabitEthernet 0/12

Common Errors

®  Configure a static MAC address before configuring the specific port as a layer-2 interface, for example, a switch port or an AP

port.
2.4.3 Configuring a MAC Address for Packet Filtering

Configuration Effect

® |fadevice receives packets containing a source MAC address or destination MAC address specified as the filtered MAC address,

the packets are discarded.
Configuration Steps

N  cConfiguring a MAC Address for Packet Filtering

® Optional.

®  Perform this configuration to filter packets.

[

Command mac-address-table filtering mac-address vlan vian-id

Parameter address mac-address: Specifies a MAC address.

Description vlan vian-id: Specifies a VLAN where the MAC address resides.

Defaults By default, no filtered MAC address is configured.

Command Global configuration mode

Mode

Usage Guide If a device receives packets containing a source MAC address or destination MAC address specified as the filtered
MAC address, the packets are discarded.

Verification

®  Run the show mac-address-table filter command to display the filtered MAC address.

Command show mac-address-table filter [ address mac-address ] [ vlan vian-id ]
Parameter address mac-address: Specifies a MAC address.

Description vlan vian-id: Specifies a VLAN where the MAC address resides.

Command Privileged EXEC mode/Global configuration mode /Interface configuration mode
Mode

Usage Guide N/A

FS# show mac-address-table filtering
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Vlan MAC Address Type Interface

1 0000.2222.2222 FILTER

Configuration Example

N  cConfiguring a MAC Address for Packet Filtering

Configuration

Steps

Verification

®  Specify a destination MAC address (mac-address) for filtering.

®  Specify a VLAN where the MAC addresses resides.
FS# configure terminal

FS(config)# mac-address-table static 00d0.f800.3232.0001 vlan 1

Display the filtered MAC address configuration.
FS# show mac-address-table filter

Vlan MAC Address Type Interface

1 00d0.f800.3232.0001 FILTER

2.4.4 Configuring MAC Address Change Notification

Configuration Effect

®  Monitor change of devices connected to a network device.

Configuration Steps

N  configuring NMS

® Optional.

®  Perform this configuration to enable an NMS to receive MAC address change notifications.

Command
Parameter

Description

Defaults
Command
Mode

Usage Guide

snmp-server host host-addr traps [ version { 1| 2c | 3 [ auth | noauth | priv ]} 1 community-string

host host-addr: Specifies the IP address of a receiver.

version { 1| 2c | 3 [ auth | noauth | priv ] }: Specifies the version of SNMP TRAP messages. You can also specify

authentication and a security level for packets of Version 3.
community-string: Indicates an authentication name.
By default, the function is disabled.

Global configuration mode

N/A

N  Enabling SNMP Trap

® Optional.
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®  Perform this configuration to send SNMP Trap messages.

{J

Command snmp-server enable traps
Parameter N/A

Description

Defaults By default, the function is disabled.
Command Global configuration mode

Mode

Usage Guide N/A

A  configuring Global MAC Address Change Notification

® Optional.

® If MAC address change notification is disabled globally, it is disabled on all interfaces.

[

Command mac-address-table notification

Parameter N/A

Description

Defaults By default, MAC address change notification is disabled globally.
Command Global configuration mode

Mode

Usage Guide N/A

N  Configuring Interval for Generating MAC Address Change Notifications and Volume of Notification History

® Optional.

®  Perform this configuration to modify the interval for generating MAC address change notifications and the volume of

notification history.

(

Command mac-address-table notification { interval value | history-size value }

Parameter interval value: (Optional) Indicates the interval for generating MAC address change notifications. The value ranges

Description from 1 to 3600 seconds,.
history-size value: Indicates the maximum number of entries in the table of notification history. The value ranges
from 1 to 200.

Defaults The default interval is 1 second. The default maximum amount of notifications is 50.

Command Global configuration mode

Mode

Usage Guide N/A
Verification

®  Run the show mac-address-table notification command to check whether the NMS receives MAC address change

notifications.

Command show mac-address-table notification [ interface [ interface-id ] | history ]
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Parameter

Description

Command
Mode

Usage Guide
Usage Guide

Interface:Displays the configuration of MAC address change notification on all interfaces.
interface-id: Displays the configuration of MAC address change notification on a specified interface.
history: Displays the history of MAC address change notifications.

Privileged EXEC mode/Global configuration mode /Interface configuration mode

N/A

Display the configuration of global MAC address change notification.
FS#show mac-address-table notification

MAC Notification Feature : Enabled

Interval(Sec): 300

Maximum History Size : 50

Current History Size : 0

Field Description

Interval(Sec) Indicates the interval for generating MAC address change
notifications.

Maximum History Size Indicates the maximum number of entries in the table of
notification history.

Current History Size Indicates the current notification entry number.

Configuration Example

Scenario

Figure 2-8

Configuration

Steps

’IE‘EJEBJJG

NMS SMNMP Trﬂpl
Gi 01
192.168.1,100 (S A
Gi 072
#ﬂgﬁ-———-~~~4h
- > —

( 3
~ o o= o -
L —

T Users s T

The figure shows an intranet of an enterprise. Users are connected to A via port Gi0/2.
The Perform the configuration to achieve the following effects:

®  When port Gi0/2 learns a new MAC address or finishes aging a learned MAC address, a MAC address change
notification is generated.
Meanwhile, A sends the MAC address change notification in an SNMP Trap message to a specified NMS.

® Inascenario where A is connected to a number of Users, the configuration can prevent MAC address change

notification burst in a short time so as to reduce the network flow.

® Enable global MAC address change notificationConfigure the IP address of the NMS host, and enable A with

SNMP Trap. A communicates with the NMS via routing.
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Verification

®  Configure the interval for sending MAC address change notifications to 300 seconds (1 second by default).
FS# configure terminal

FS(config)# mac-address-table notification

FS(config-if-GigabitEthernet 0/2)# exit

FS(config)# snmp-server host 192.168.1.10 traps version 2c comefrom2

FS(config)# snmp-server enable traps

FS(config)# mac-address-table notification interval 300

° Check t whether MAC address change notification is enabled globally .
Check whether MAC address change notification is enabled on the interface.

® Display the MAC addresses of interfaces, and run the clear mac-address-table dynamic command to
simulate aging dynamic MAC addresses.
Check whether global MAC address change notification is enabled globally.

® Display the history of MAC address change notifications.

FS# show mac-address-table notification

MAC Notification Feature : Enabled

Interval(Sec): 300

Maximum History Size : 50

Current History Size : 0

FS# show mac-address-table notification interface GigabitEthernet 0/2

Interface MAC Added Trap MAC Removed Trap

GigabitEthernet 0/2 Enabled Enabled
FS# show mac-address-table interface GigabitEthernet 0/2

Vlan MAC Address Type Interface

1 00d0.3232.0001 DYNAMIC GigabitEthernet 0/2
FS# show mac-address-table notification
MAC Notification Feature : Enabled
Interval(Sec): 300
Maximum History Size : 50
Current History Size : 1
FS# show mac-address-table notification history
History Index : 0

Entry Timestamp: 221683
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MAC Changed Message :

Operation:DEL Vlan:1 MAC Addr: 00d0.3232.0003 GigabitEthernet 0/2

2.5 Monitoring

Clearing

A Running the clear commands may lose vital information and interrupt services.

Command

Clears dynamic MAC addresses. clear mac-address-table dynamic [ address mac-address ] [ interface interface-id 1 [ vlan
vlian-id ]

Displaying

Displays the MAC address table. show mac-address-table { dynamic | static | filter } [ address mac-address ] [ interface

interface-id ] [ vlan vian-id ]
Displays the aging time for dynamic show mac-address-table aging-time
MAC addresses.
Displays the configuration and history show mac-address-table notification [ interface [ interface-id ] | history ]

of MAC address change notifications.
Debugging

A System resources are occupied when debugging information is output. Therefore, disable debugging immediately after use.

Debugs MAC address operation. debug bridge mac
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3 Configuring VLAN
3.1 Overview
A Virtual Local Area Network (VLAN) is a logical network created based on a physical network. A VLAN can be categorized into

Layer-2 networks of the OSI model.

A VLAN has the same properties as a common LAN, except for physical location limitation. Unicast, broadcast and multicast frames of

Layer 2 are forwarded and transmitted within a VLAN, keeping traffic segregated.

We may define a port as a member of a VLAN, and all terminals connected to this port are parts of a virtual network that supports
multiple VLANs. You do not need to adjust the network physically when adding, removing and modifying users. Communication

among VLANs is realized through Layer-3 devices, as shown in the following figure.
Protocols and Standards

® [EEE802.1Q
3.2 Applications

N/A

3.3 Features

Basic Concepts

AN vVLAN

A VLAN is a logical network created based on a physical network. A VLAN has the same properties as a common LAN, except for
physical location limitation. Unicast, broadcast and multicast frames of Layer 2 are forwarded and transmitted within a VLAN,

keeping traffic segregated.

@) The VLANSs supported by FS products comply with the IEEE802.1Q standard. A maximum of 4094 VLANs (VLAN ID 1-4094) are
supported, among which VLAN 1 cannot be deleted.

ﬁ The configurable VLAN IDs are from 1 to 4094.

ﬂ In case of insufficient hardware resources, the system returns information on VLAN creation failure.

3.4 Configuration

Configuration Description and Command
A (Mandatory) It is used to create a VLAN.

vlan Enters a VLAN ID.
Configuring Basic VLAN

A (Optional) It is used to rename a VLAN.

name Names a VLAN.
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3.4.1 Configuring Basic VLAN

Configuration Effect

® AVLANisidentified by a VLAN ID. You may add, delete, modify VLANs 2 to 4094, but VLAN 1 is created automatically and

cannot be deleted. You may configure the port mode, and add or remove a VLAN.
Notes
® N/A
Configuration Steps
N  creating and Modifying a VLAN

® Mandatory.
® In case of insufficient hardware resources, the system returns information on VLAN creation failure.

®  Use the vlan vlan-id command to create a VLAN or enter VLAN mode.

Command vlan vian-id

Parameter vlan-id: indicates VLAN ID ranging from 1 to 4094.

Description

Defaults VLAN 1 is created automatically and is not deletable.

Command Global configuration mode

Mode

Usage Guide If you enter a new VLAN ID, the corresponding VLAN will be created. If you enter an existing VLAN ID, the

corresponding VLAN will be modified. You may use the no vlan vian-id command to delete a VLAN. The undeletable

VLANs include VLANT, the VLANs configured with SVIs, and SubVLANs.

AY| Renaming a VLAN

® Optional.

®  You cannot rename a VLAN the same as the default name of another VLAN.

Command name vian-name

Parameter vlan-name: indicates a VLAN name.

Description

Defaults By default, the name of a VLAN is its VLAN ID. For example, the default name of the VLAN 4 is VLAN 0004.
Command VLAN configuration mode

Mode

Usage Guide To restore the VLAN name to defaults, use the no name command.

Verification

®  Use commands show vlan and show interface switchport to check whether the configuration takes effect.

Command show vlan [ id vian-id ]
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Parameter vlan-id : indicates a VLAN ID.
Description

Command Any mode

Mode

Usage Guide N/A

Command FS(config-vlan)#show vlan id 20
Display VLAN Name Status Ports
20 VLAN0020 STATIC Gi0/1

Configuration Example

N configuring Basic VLAN and Access Port

Configuration ® Create a VLAN and rename it.

Steps
FS# configure terminal
FS(config)# vlan 888
FS(config-vlan)# name test888
Verification

Check whether the configuration is correct.

FS(config-vlan)#show vlan

VLAN Name Status Ports
1 VLANOOO1 STATIC
20 VLANO0020 STATIC Gi0/3
888 test888 STATIC

3.5 Monitoring

Displaying
Displays VLAN configuration. show vlan
Debugging

A System resources are occupied when debugging information is output. Disable the debugging switch immediately after use.

Debugs VLANs debug bridge vlan
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4 Configuring MAC VLAN
4.1 Overview

The MAC VLAN function refers to assigning VLANs based on MAC addresses, which is a new method of VLAN assignment. This

function is often used with 802.1Xdynamic VLAN assignment to implement secure and flexible access of 802.1Xterminals. After an
802.1Xuser passes authentication, the access switch automatically generates a MAC VLAN entry based on the VLAN and user MAC
address pushed by the authentication server. A network administrator can also configure the association between a MAC address

and a VLAN on the switch in advance.
Protocols

®  |EEE 802.1Q: Virtual Bridged Local Area Networks and Standards

4.2 Applications

Application

Configuring MAC VLAN Configures the MAC VLAN function to assign VLANs based on users’ MAC addresses. When
the physical location of a user changes, i.e. switching from one switch to another, it is

unnecessary to re-configure the VLAN of the port used by the user.
4.2.1 Configuring MAC VLAN

Scenario

With popularization of mobile office, terminal devices usually do not use fixed ports for network access. A terminal device may use
port A to access the network this time, but use port B to access the network next time. If the VLAN configurations of ports A and B are
different, the terminal device will be assigned to a different VLAN in the second access, and fail to use the resources of the previous
VLAN. If the VLAN configurations of ports A and B are the same, security issues may be introduced when port B is assigned to other
terminal devices. How to allow hosts of different VLANs to access the network on the same port? The MAC VLAN function is hereby

introduced.

The biggest advantage of MAC VLAN lies in that when the physical location of a user changes, i.e. switching from one switch to
another, it is unnecessary to re-configure the VLAN of the port used by the user. Therefore, MAC address-based VLAN assignment can

be regarded as user-based.
Deployment

®  Configure or push MAC VLAN entries on a layer-2 switch or wireless device to assign VLANs based on users’ MAC addresses.

4.3 Overview

Feature
| Feature _______________ Descripton |
Configuring MAC VLAN Configures the MAC VLAN function to assign VLANs based on users’ MAC addresses.

4.3.1 Configuring MAC VLAN

Working Principle
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When a switch receives a packet, the switch compare the source MAC address of the packet with the MAC address specified in a MAC
VLAN entry. If they match, the switch forwards the packet to the VLAN specified in the MAC VLAN entry. If they don’t match, the

VLAN to which the data stream belongs is still determined by the VLAN assignment rule of the port.

To ensure that a PC is assigned to a specified VLAN no matter which switch it is connected to, you can perform configuration by

using the following approaches:

®  Static configuration by using commands. You can configure the association between a MAC address and a VLAN on a local

switch by using commands.

®  Automatic configuration by using an authentication server (802.1Xdynamic VLAN assignment). After a user passes
authentication, a switch dynamically creates an association between the MAC address and a VLAN based on the information
provided by the authentication server. When the user goes offline, the switch automatically deletes the association. This
approach requires that the MAC-VLAN association be configured on the authentication server. For details about

802.1Xdynamic VLAN assignment, refer to the Configuring 802.1X.

MAC VLAN entries support both of the two approaches, that is, the entries can be configured on both a local switch and an
authentication server. The configurations can take effect only if they are consistent. If the configurations are different, the

configuration performed earlier takes effect.

@ The MACVLAN function can be configured on hybrid ports only.
ﬁ MAC VLAN entries are effective only for untagged packets, but not effective for tagged packets.
“ For MAC VLAN entries statically configured or dynamically generated, the specified VLANs must exist.

VLANSs specified in MAC VLAN entries cannot be Super VLANs (but can be Sub VLANs), Remote VLANSs, or Primary VLANs (but
can be Secondary VLANSs).

i ]
” MAC addresses specified in MAC VLAN entries must be unicast addresses.
o

MAC VLANSs are effective for all hybrid ports that are enabled with the MAC VLAN function.

4.4 Configuration

Description and Command

Enabling MAC VLAN Port é’g (Mandatory) It is used to enable the MAC VLAN function on a port.
nabling on a Por

mac-vlan enable Enables MAC VLAN on a port.

Adding a Static MAC VLAN Entry éfn> (Optional) It is used to bind MAC addresses with VLANS.

Globally mac-vlan mac-address Configures a static MAC VLAN entry.

4.4.1 Enabling MAC VLAN on a Port

Configuration Effect

Enable the MAC VLAN function on a port so that MAC VLAN entries can take effect on the port.
Notes

N/A

Configuration Steps

N  Enabling MAC VLAN on a Port
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® Mandatory.
® By default, the MAC VLAN function is disabled on ports and all MAC VLAN entries are ineffective on the ports.

®  Enable MAC VLAN on a switch.

Command mac-vlan enable

Parameter N/A

Description

Defaults The MAC VLAN function is disabled on a port.
Command Interface configuration mode

Mode

Usage Guide N/A
Verification

®  Run the show mac-vlan interface command to display information about the ports enabled with the MAC VLAN function.

Command show mac-vlan interface

Parameter N/A

Description

Command Privileged configuration mode/Global configuration mode/Interface configuration mode
Mode

Usage Guide N/A

Command FS# show mac-vlan interface
Display
MAC VLAN is enabled on following interface:

FastEthernet 0/1
Configuration Example

N  Enabling MAC VLAN on a Port

Configuration ®  Enable the MAC VLAN function on the Fast Ethernet 0/10 port.

Steps
FS# configure terminal
FS(config)# interface FastEthernet0/10
FS(config-if-FastEthernet 0/10)# mac-vlan enable
Verification ®  Check the information about the port enabled with the MAC VLAN function.

FS# show mac-vlan interface

MAC VLAN is enabled on following interface:

FastEthernet 0/10

Common Errors




hJ
AP SERIES CONFIGURATION GUIDE 6 FS

When the MAC VLAN function is enabled on a port, the port is not configured as a layer-2 port (such as switch port or AP port) in

advance.

4.4.2 Adding a Static MAC VLAN Entry Globally

Configuration Effect

®  Configure a static MAC VLAN entry to bind a MAC addresses with a VLAN. The 802.1p priority can be configured, which is 0 by
default.

Notes

N/A

Configuration Steps

A Adding a Static MAC VLAN Entry

® Optional.

® Tobind a MAC addresses with a VLAN, you should perform this configuration. The 802.1p priority can be configured, which is 0
by default.

®  Add astatic MAC VLAN entry on a switch.

Command mac-vlan mac-address mac-address [mask mac-mask] vlan vian-id [ priority pri_val ]
Parameter mac-address mac-address: Indicates a MAC address.
Description mask mac-mask: Indicates a mask.

vlan vlan-id: Indicates the associated VLAN.

priority pri_val: Indicates the priority.

Defaults No static MAC VLAN entry is configured by default.
Command Global configuration mode
Mode

Usage Guide N/A

i If an untagged packet is matched with a MAC VLAN entry, the packet is modified to the VLAN specified by the MAC VLAN entry

once arriving at the switch since the MAC VLAN entry has the highest priority. Subsequent functions and protocols are

implemented based on the modified VLAN. Possible influences are as follows:

O If an 802.1Xuser fails to be authenticated, the hybrid port jumps to VLAN 100 specified by the FAIL VLAN function; however, the
MAC VLAN entry statically configured redirects all packets of this user to VLAN 200. Consequently, the user cannot implement

normal communication in FAIL VLAN 100.

) After an untagged packet is matched with a MAC VLAN entry, the VLAN that triggers MAC address learning is the VLAN
redirected based on the MAC VLAN entry.

) Foraport that is enabled with the MAC VLAN function, if received packets are matched with both MAC VLAN entries with full F

masks and those without full F masks, the packets are processed based on the MAC VLAN entries without full F masks.

) [fanuntagged packet is matched with both a MAC VLAN entry and a VOICE VLAN entry, the packet priority is modified
simultaneously. The priority of the VOICE VLAN entry is used as that of the packet.

) [fanuntagged packet is matched with both a MAC VLAN entry and a PROTOCOL VLAN entry, the VLAN carried in the packet
should be the MAC VLAN.
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Q) The MACVLAN function is applied only to untagged packets, but not applied to PRIORITY packets (packets whose VLAN tag is 0

and carrying COS PRIORITY information) and the processing actions are uncertain.

@) The QoS packet trust model on a switch is disabled by default, which will change PRIORITY of all packets to 0 and overwrite the

modification on packet priorities by the MAC VLAN function. Run the mls qos trust cos command in the interface

configuration mode to enable the QoS trust model and trust packet priorities.

A  peleting All Static MAC VLAN Entries

® Optional.
® To delete all static MAC VLAN entries, you should perform this configuration.

®  Perform this configuration on a switch.

Command no mac-vlan all
Parameter N/A

Description

Command Global configuration mode
Mode

Usage Guide N/A

A peleting the Static MAC VLAN Entry of a Specified MAC Address

® Optional.
®  Todelete the MAC VLAN entry of a specified MAC address, you should perform this configuration.

®  Perform this configuration on a switch.

Command no mac-vlan mac-address mac-address [ mask mac-mask ]
Parameter mac-address mac-address: Indicates a MAC address.
Description mask mac-mask: Indicates a mask.

Command Global configuration mode

Mode

Usage Guide N/A

A  peleting the Static MAC VLAN Entry of a Specified VLAN

® Optional.
®  Todelete the MAC VLAN entry of a specified VLAN, you should perform this configuration.

®  Perform this configuration on a switch.

Command no mac-vlan vlan vian-id
Parameter vlan vian-id: Indicates a VLAN.
Description

Command Global configuration mode
Mode

Usage Guide N/A
Verification

®  Run the show mac-vlan static command to check whether all static MAC VLAN entries are correct.
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®  Run the show mac-vlan vlan vian-id command to check whether the MAC VLAN entry of a specified VLAN is correct.

®  Run the show mac-vlan mac-address mac-address [ mask mac-mask ] command to display the MAC VLAN entry of a specified
MAC address.

Command show mac-vlan static
show mac-vlan vlan vian-id
show mac-vlan mac-address mac-address [ mask mac-mask ]
Parameter vlan v/an-id: Indicates a specified VLAN.
Description mac-address mac-address: Indicates a specified MAC address.
mask mac-mask: Indicates a specified mask.
Command Privileged configuration mode/Global configuration mode/Interface configuration mode
Mode
Usage Guide N/A
Command FS# show mac-vlan all

Display
The following MAC VLAN address exist:

S:Static  D: Dynamic

MAC ADDR MASK VLANID PRIO  STATE
0000.0000.0001  ffff.ffff.ffff 2 0 D
0000.0000.0002  ffff.ffff.ffff 3 3 S
0000.0000.0003  ffff.ffff.ffff 3 3 s&D

Total MAC VLAN address count: 3
Configuration Example

N  Adding a Static MAC VLAN Entry Globally

As shown in Figure 1-1,PC-A1 and PC-A2 belong to department A and are assigned to VLAN 100. PC-B1 and PC-B2 belong to
department B and are assigned to VLAN 200. Due to employee mobility, the company provides a temporary office at the meeting
room but requires that accessed employees be assigned to the VLANSs of their own departments. For example, PC-A1T must be

assigned to VLAN 100 and PC-B1 must be assigned to VLAN 200 after access.

Since the access ports for PCs at the meeting room are not fixed, the MAC VLAN function can be used to associate the PC MAC
addresses with the VLANSs of their departments. No matter which ports the employees use for access, the MAC VLAN function

automatically assigns the VLANSs of their departments.
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Scenario

Figure 4-1

Configuration

Steps

Verification

A

Router1

Dept. A
VLAMNLOO0

Dept. B
WVLANZO0

Meeting Rmoml Switch C

PC-Ad

PC-AZ

®  Configure the port connecting Switch C and Router 1 as a Trunk port.
Configure all ports connecting PCs on Switch C as hybrid ports, enable the MAC VLAN function and modify
the default untagged VLAN list.

® Configure MAC VLAN entries on Switch C.

A# configure terminal

A(config)# interface interface_name

A(config-if)# switchport mode trunk

A(config-if)# exit

A(config)# interface interface_name

A(config-if)# switchport mode hybrid

A(config-if)# switchport hybrid allowed vlan add untagged 100,200
A(config-if)# mac-vlan enable

A(config-if)# exit

A(config)# mac-vlan mac-address PC-A1-mac vlan 100

A(config)# mac-vlan mac-address PC-B1-mac vlan 200

Check the configured static MAC VLAN entries on Switch C.
A# FS# show mac-vlan static
The following MAC VLAN address exist:

S:Static  D: Dynamic
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MAC ADDR MASK VLANID PRIO  STATE
PC-A1-macffff.ffff.ffff 100 0 S
PC-B1-macffff.ffff.ffff 200 3 S

Total MAC VLAN address count: 2

4.5 Monitoring

Displaying
Displays all the MAC VLAN entries, show mac-vlan all

including static and dynamic.

Displays the dynamic MAC VLAN show mac-vlan dynamic

entries.

Displays the static MAC VLAN entries. show mac-vlan static

Displays the MAC VLAN entries of a show mac-vlan vlan vian-id

specified VLAN.

Displays the MAC VLAN entries of a show mac-vlan mac-address mac-address [mask mac-mask]

specified MAC address.
Debugging

A System resources are occupied when debugging information is output. Therefore, disable debugging immediately after use.

Debugs the MAC VLAN function. debug bridge mvilan

5 Configuring VLAN Group
5.1 Overview

Each virtual LAN (VLAN) group contains multiple VLANs. VLAN group function associates a wireless LAN (WLAN) with a VLAN group,
achieving 1:N mapping between them, which assigns VLANs flexibly to WLAN-accessed stations (STAs).

There are two primary VLAN assignment modes:

®  After STAs pass 802.1X authentication, the authentication server assigns VLANs to STAs.

Protocols and Standards

® N/A
5.2 Applications

® N/A

271



AP SERIES CONFIGURATION GUIDE & FS

5.3 Features

Basic Concepts

A VLAN Group

Multiple VLANs are added to a VLAN group. When STAs access a WLAN, VLANSs are assigned to the STAs based on the VLAN
assignment mode of the VLAN group mapped to the current WLAN.

A  VLAN Assignment Mode

Each VLAN group can assign VLANs based on 802.1X.

Overview
| Featwe . Desipton |
802.1X-based VLAN Assignment You can plan VLANSs to be assigned after STAs pass 802.1X

authentication.
5.3.1 802.1X-based VLAN Assignment

Working Principle

Before authentication, an STA belongs to the default VLAN of a VLAN group mapped to the currently accessed WLAN.

The STA will be authenticated in the default VLAN. After authentication succeeds, the authentication server determines whether to
assign a VLAN. If yes, the packets subsequently sent by the STA will be automatically redirected to the assigned VLAN. If no, the
packets will be transmitted in the default VLAN of the VLAN group.

5.4 Configuration

Description and Command

ﬁ (Mandatory) It is used to create a VLAN group and configure a VLAN list, the VLAN assignment
mode, and default VLAN.

vlan-group group-id Creates a VLAN group.
Configuring a VLAN Group vlan-list vian-list Configures a VLAN list for a VLAN group.
Specifies the VLAN assignment mode for a

VLAN group.

vlan-assign-mode XX

default-vlan XX Configures the default VLAN for a VLAN group.

Configuring WLAN-VLAN A (Mandatory) It is used to configure the mapping between a WLAN and a VLAN group.
onfiguring -

Group Mapping dot11 wlan wian-id Configures WLAN-VLAN group mapping on

vlan-group group-id APs.
5.4.1 Configuring a VLAN Group

Configuration Effect

®  Create a VLAN group and complete configurations related to the VLAN group.

Notes
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N/A

Configuration Steps

N  creating a VLAN Group

® Mandatory.

AN Configuring a VLAN List for a VLAN Group

®  Mandatory. Ensure that VLANs have been created.

AY| Configuring the VLAN Assignment Mode for a VLAN Group

® Mandatory.

®  Use this command to implement the VLAN assignment policy of a VLAN group.

AY| Configuring the Default VLAN for a VLAN Group

® Mandatory in 802.1X-based assignment mode.

®  The default VLAN takes effect when the current WLAN is in 802.1X-based assignment mode, that is, when the authentication
server assigns the default VLAN before 802.1X authentication succeeds.

Verification

®  Check the configurations of the VLAN group.

Configuration Example

A

Configuration

Steps

Configuring a VLAN Group

Create VLAN Group 10.

Set the VLAN assignment mode to dot1X mode.
Configure a VLAN list that contains VLAN 1 to VLAN 10.
Set the default VLAN to VLAN 1.

[ J
[ J
[ J
[ J
FS# configure terminal

FS(config)# vlan-group 10
FS(config-vlan-group)# vlan-assign-mode dot1x
FS(config-vlan-group)# vlan-list 1-10

FS(config-vlan-group)# default-vlan 1

FS(config-vlan-group)# end

Verification ® Check whether the configurations of VLAN Group 10 are correct.

FS#show vlan-group 10

vlan-group id mode default-vlan vlan-list

10 dot1x 1 1-10
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Common Errors

®  AVLAN configured in a VLAN list does not exist.
®  The default VLAN configured does not exist in the VLAN list.
f\ The ID of a created VLAN group ranges from 1 to 128.

L\ A VLAN group contains a maximum of 128 VLANs.
5.4.2 Configuring WLAN-VLAN Group Mapping

Configuration Effect

®  Configure the mapping between a WLAN and a VLAN group so that STAs can be associated with the WLAN.

Notes
® N/A

Configuration Steps

AY| Configure WLAN-VLAN Group Mapping
® Mandatory.

Verification

®  Check whether the mapping between a WLAN and a VLAN group is correct.

Configuration Example

A Configure WLAN-VLAN Group Mapping

Configuration ® Create a WLAN.
Steps ® Configure the WLAN-VLAN group mapping.

®  Configure the VLAN group encapsulation for wireless sub interfaces.
FS(config)# dot11 wlan 100

FS(dot11-wlan-config)# vlan-group-id 100

FS(dot11-wlan-config)# end

FS(config)# interface dot11radio 1/0.1

FS(config-subif)# encapsulation dot1Q group 10

FS(config-subif)# end

FS(config)# interface dot11radio 1/0

FS(config-if-Dot11radio 1/0)# wlan-id 100

Verification ®  Run the show running command to check whether the configurations are correct.

Common Errors

® N/A
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5.5 Monitoring

Clearing
N/A

Displaying

Command

Displays the VLAN group information. show vlan-group [ group-id ]

Debugging

A System resources are occupied when debugging information is output. Therefore, disable the debugging switch immediately
after use.

Debugs the VLAN group status. debug bridge vgoup
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6 Configuring LLDP
6.1 Overview

The Link Layer Discovery Protocol (LLDP), defined in the IEEE 802.1AB standard, is used to discover the topology and identify
topological changes. LLDP encapsulates local information of a device into LLDP data units (LLDPDUs) in the type/length/value (TLV)
format and then sends the LLDPDUs to neighbors. It also stores LLDPDUs from neighbors in the management information base (MIB)

to be accessed by the network management system (NMS).

With LLDP, the NMS can learn about topology, for example, which ports of a device are connected to other devices and whether the
rates and duplex modes at both ends of a link are consistent. Administrators can quickly locate and rectify a fault based on the

information.
A FS LLDP-compliant device is capable of discovering neighbors when the peer is either of the following:
®  FSLLDP-compliant device

®  Endpoint device that complies with the Link Layer Discovery Protocol-Media Endpoint Discovery (LLDP-MED)

Protocols and Standards
®  |EEE 802.1AB 2005: Station and Media Access Control Connectivity Discovery

®  ANSI/TIA-1057: Link Layer Discovery Protocol for Media Endpoint Devices

6.2 Applications

Application

Displaying Topology Multiple switches, a MED device, and an NMS are deployed in the network topology.

Conducting Error Detection Two switches are directly connected and incorrect configuration will be displayed.
6.2.1 Displaying Topology

Scenario

Multiple switches, a MED device, and an NMS are deployed in the network topology.

As shown in the following figure, the LLDP function is enabled by default and no additional configuration is required.
®  Switch A and Switch B discover that they are neighbors.

®  Switch A discovers its neighbor MED device, that is, IP-Phone, through port GigabitEthernet 0/1.

® The NMS accesses MIB of switch A.
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Figure 6-1

NMS

Switch A

Gl 01
@ Switch B

Remarks FS Switch A, Switch B, and IP-Phone support LLDP and LLDP-MED.

IP-Phone

LLDP on switch ports works in TxRx mode.

The LLDP transmission interval is 30 seconds and transmission delay is 2 seconds by default.
Deployment

®  Run LLDP on a switch to implement neighbor discovery.
®  Run the Simple Network Management Protocol (SNMP) on the switch so that the NMS acquires and sets LLDP-relevant
information on the switch.

6. 2.2 Conducting Error Detection

Scenario

Two switches are directly connected and incorrect configuration will be displayed.

As shown in the following figure, the LLDP function and LLDP error detection function are enabled by default, and no additional

configuration is required.

®  After you configure a virtual local area network (VLAN), port rate and duplex mode, link aggregation, and maximum
transmission unit (MTU) of a port on Switch A, an error will be prompted if the configuration does not match that on Switch B,

and vice versa.
Figure 6-2
Switch A Switch B

@Gi 1 Gi 01 @

Remarks FS Switch A and Switch B support LLDP.

LLDP on switch ports works in TxRx mode.

The LLDP transmission interval is 30 seconds and transmission delay is 2 seconds by default.
Deployment

®  Run LLDP on a switch to implement neighbor discovery and detect link fault.

6.3 Features

Basic Concepts
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N LLDPDU

LLDPDU is a protocol data unit encapsulated into an LLDP packet. Each LLDPDU is a sequence of TLV structures. The TLV collection

6&Fs

consists of three mandatory TLVs, a series of optional TLVs, and one End of TLV. The following figure shows the format of an LLDPDU.

Figure 6- 3 LLDPDU Format

Chassis |ID| Porn 1D Time Te | Optional Optional End Of
LY TLW Live TLW LY T LLOPDU TLY
M it M M

In the preceding figure:

® Mindicates a mandatory TLV.

[ ] In an LLDPDU, Chassis ID TLV, Port ID TLV, Time to Live TLV, and End Of LLDPDU TLV are mandatory and TLVs of other TLVs are

optional.

N LLDP Encapsulation Format

LLDP packets can be encapsulated in two formats: Ethernet Il and Subnetwork Access Protocols (SNAP).

The following figure shows the format of LLDP packets encapsulated in the Ethernet Il format.

Figure 6- 4 Ethernet Il Format

Dastination
Address

Sourca

Address

Ethertype

LLOFDL FC3

In the preceding figure:

® Destination Address: Indicates the destination MAC address, which is the LLDP multicast address 01-80-C2-00-00-OE.

FCS: Indicates the frame check sequence.

LLDPDU: Indicates the LLDP protocol data unit.

Ethertype: Indicates the Ethernet type, which is 0x88CC.

Source Address: Indicates the source MAC address, which is the port MAC address.

Figure 6-5 shows the format of LLDP packets encapsulated in the SNAP format.

Figure 6- 5 SNAP Format

Destination
Address

Source

Address

SMAP-encodad
Ethestype

LLDFDL

FCS

In the preceding figure:

® Destination Address: Indicates the destination MAC address, which is the LLDP multicast address 01-80-C2-00-00-0E.

N 1LYV

FCS: Indicates the frame check sequence.

LLDPDU: Indicates the LLDP protocol data unit.

TLVs encapsulated into an LLDPDU can be classified into two types:

Source Address: Indicates the source MAC address, which is the port MAC address.

SNAP-encoded Ethertype: Indicates the Ethernet type of the SNMP encapsulation, which is AA-AA-03-00-00-00-88-CC.
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®  Basic management TLVs
®  Organizationally specific TLVs

Basic management TLVs are a collection of basic TLVs used for network management. Organizationally specific TLVs are defined by
standard organizations and other institutions, for example, the IEEE 802.1 organization and IEEE 802.3 organization define their own

TLV collections.
8. Basic management TLVs

The basic management TLV collection consists of two types of TLVs: mandatory TLVs and optional TLVs. A mandatory TLV must be

contained in an LLDPDU for advertisement and an optional TLV is contained selectively.

The following table describes basic management TLVs.

TLV Type Mandatory/Optional

End Of LLDPDU TLV Indicates the end of an LLDPDU, occupying two bytes. Mandatory
Chassis ID TLV Identifies a device with a MAC address. Mandatory
Port ID TLV Identifies a port sending LLDPDUs. Fixed

Indicates the time to live (TTL) of local information on a neighbor.

Time To Live TLV When a device receives a TLV containing TTL 0, it deletes the Mandatory
neighbor information.

Port Description TLV Indicates the descriptor of the port sending LLDPDUs. Optional

System Name TLV Describes the device name. Optional
Indicates the device description, including the hardware version,

System Description TLV Optional
software version, and operating system information.
Describes main functions of the device, such as the bridge, routing,

System Capabilities TLV Optional
and relay functions.
Indicates the management address, which contains the interface ID

Management Address TLV Optional
and object identifier (OID).

(4 FSLLDP-compliant switches support advertisement of basic management TLVs.
9.  Organizationally specific TLVs

Different organizations, such as the IEEE 802.1, IEEE 802.3, IETF and device suppliers, define specific TLVs to advertise specific

information about devices. The organizationally unique identifier (OUI) field in a TLV is used to distinguish different organizations.

®  Organizationally specific TLVs are optional and are advertised in an LLDPDU selectively. Currently, there are three types of
common organizationally specific TLVs: IEEE 802.1 organizationally specific TLVs, IEEE 802.3 organizationally specific TLVs, and
LLDP-MED TLVs.

The following table describes IEEE 802.1 organizationally specific TLVs.

TLV Type

Port VLAN ID TLV Indicates the VLAN identifier of a port.

Port And Protocol VLAN ID TLV Indicates the protocol VLAN identifier of a port.
VLAN Name TLV Indicates the VLAN name of a port.

Protocol Identity TLV Indicates the protocol type supported by a port.

(4 FSLLDP-compliant switches do not send the Protocol Identity TLV but receive this TLV.
®  |EEE 802.3 organizationally specific TLVs

The following table describes IEEE 802.3 organizationally specific TLVs.
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TLV Type Description

Indicates the rate and duplex mode of a port, and whether to
MAC/PHY Configuration//Status TLV
support and enable auto-negotiation.

Power Via MDI TLV Indicates the power supply capacity of a port.

Indicates the link aggregation capacity of a port and the current
Link Aggregation TLV
aggregation state.

Maximum Frame Size TLV Indicates the maximum size of the frame transmitted by a port.

(4 FSLLDP-compliant devices support advertisement of IEEE 802.3 organizationally specific TLVs.
® LLDP-MEDTLV

LLDP-MED is an extension to LLDP based on IEEE 802.1AB LLDP. It enables users to conveniently deploy the Voice Over IP (VoIP)
network and detect faults. It provides applications including the network configuration policies, device discovery, PoE management,

and inventory management, meeting requirements for low cost, effective management, and easy deployment.

The following table describes LLDP-MED TLVs.
TLV Type Description
Indicates the type of the LLDP-MED TLV encapsulated into an LLDPDU and device
LLDP-MED Capabilities TLV type (network connectivity device or endpoint device), and whether to support
LLDP-MED,.

Advertises the port VLAN configuration, supported application type (such as voice or
Network Policy TLV
video services), and Layer-2 priority information.

Location Identification TLV Locates and identifies an endpoint device.

Extended Power-via-MDI TLV Provides more advanced power supply management.
Inventory — Hardware Revision TLV Indicates hardware version of a MED device.

Inventory — Firmware Revision TLV Indicates the firmware version of the MED device.
Inventory — Software Revision TLV Indicates the software version of the MED device.
Inventory — Serial Number TLV Indicates the serial number of the MED device.

Inventory — Manufacturer Name TLV Indicates the name of the manufacturer of the MED device.
Inventory — Model Name TLV Indicates the module name of the MED device.

Indicates the asset identifier of the MED device, used for inventory management and
Inventory — Asset ID TLV

asset tracking.

(4 FSLLDP-compliant FS devices support advertisement of LLDP-MED TLVs.

Overview
‘Feature  Description |
LLDP Work Mode Configures the mode of transmitting and receiving LLDP packets.
LLDP Transmission Enables directly connected LLDP-compliant devices to send LLDP packets to the peer.
Mechanism
LLDP Reception Enables directly connected LLDP-compliant devices to receive LLDP packets from the peer.
Mechanism

6.3.1 LLDP Work Mode

Configure the LLDP work mode so as to specify the LLDP packet transmission and reception mode.
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Working Principle

LLDP provides three work modes:

®  TxRx: Transmits and receives LLDPDUs.
®  RxOnly: Only receives LLDPDUs.

®  TxOnly: Only transmits LLDPDUs.

When the LLDP work mode is changed, the port initializes the protocol state machine. You can set a port initialization delay to

prevent repeated initialization of a port due to frequent changes of the LLDP work mode.

Related Configuration

N  configuring the LLDP Work Mode
The default LLDP work mode is TxRx.
You can run the lldp mode command to configure the LLDP work mode.

If the work mode is set to TxRx, the device can both transmit and receive LLDP packets. If the work mode is set to Rx Only, the device
can only receive LLDP packets. If the work mode is set to Tx Only, the device can only transmit LLDP packets. If the work mode is

disabled, the device cannot transmit or receive LLDP packets.
6. 3.2 LLDP Transmission Mechanism

LLDP packets inform peers of their neighbors. When the LLDP transmission mode is cancelled or disabled, LLDP packets cannot be

transmitted to neighbors.
Working Principle

LLDP periodically transmits LLDP packets when working in TxRx or Tx Only mode. When information about the local device changes,
LLDP immediately transmits LLDP packets. You can configure a delay time to avoid frequent transmission of LLDP packets caused by
frequent changes of local information.

LLDP provides two types of packets:
®  Standard LLDP packet, which contains management and configuration information about the local device.

®  Shutdown packet: When the LLDP work mode is disabled or the port is shut down, LLDP Shutdown packets will be transmitted.
A Shutdown packet consists of the Chassis ID TLV, Port ID TLV, Time To Live TLV, and End OF LLDP TLV. TTL in the Time to Live

TLV is 0. When a device receives an LLDP Shutdown packet, it considers that the neighbor information is invalid and

immediately deletes it.

When the LLDP work mode is changed from disabled or Rx to TxRx or Tx, or when LLDP discovers a new neighbor (that is, a device
receives a new LLDP packet and the neighbor information is not stored locally), the fast transmission mechanism is started so that
the neighbor quickly learns the device information. The fast transmission mechanism enables a device to transmit multiple LLDP

packets at an interval of 1 second.
Related Configuration

N  cConfiguring the LLDP Work Mode

The default work mode is TxRx.
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Run the lidp mode txrx or lildp mode tx command to enable the LLDP packet transmission function. Run the lidp mode rx or no

lldp mode command to disable the LLDP packet transmission function.

In order to enable LLDP packet reception, set the work mode to TxRx or Rx Only. If the work mode is set to Rx Only, the device can

only receive LLDP packets.

N  configuring the LLDP Transmission Delay
The default LLDP transmission delay is 2 seconds.
Run the lidp timer tx-delay command to change the LLDP transmission delay.

If the delay is set to a very small value, the frequent change of local information will cause frequent transmission of LLDP packets. If

the delay is set to a very large value, no LLDP packet may be transmitted even if local information is changed.

N  Configuring the LLDP Transmission Interval

The default LLDP transmission interval is 30 seconds.
Run the lidp timer tx-interval command to change the LLDP transmission interval.

If the interval is set to a very small value, LLDP packets may be transmitted frequently. If the interval is set to a very large value, the

peer may not discover the local device in time.

N  cConfiguring the TLVs to Be Advertised

By default, an interface is allowed to advertise TLVs of all types except Location Identification TLV.

Run the lidp tlv-enable command to change the TLVs to be advertised.

N configuring the LLDP Fast Transmission Count

By default, three LLDP packets are fast transmitted.

Run the lldp fast-count command to change the number of LLDP packets that are fast transmitted.
6.3.3 LLDP Reception Mechanism

A device can discover the neighbor and determine whether to age the neighbor information according to received LLDP packets.
Working Principle

A device can receive LLDP packets when working in TxRx or Rx Only mode. After receiving an LLDP packet, a device conducts validity
check. After the packet passes the check, the device checks whether the packet contains information about a new neighbor or about
an existing neighbor and stores the neighbor information locally. The device sets the TTL of neighbor information according to the

value of TTL TLV in the packet. If the value of TTL TLV is 0, the neighbor information is aged immediately.

Related Configuration

N  Configuring the LLDP Work Mode

The default LLDP work mode is TxRx.

Run the lidp mode txrx or lldp mode rx command to enable the LLDP packet reception function. Run the lldp mode tx or no lidp

mode command to disable the LLDP packet reception function.

In order to enable LLDP packet reception, set the work mode to TxRx or Rx Only. If the work mode is set to Tx Only, the device can

only transmit LLDP packets.
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6.4 Configuration

Configuring the LLDP Function

Configuring the LLDP Work
Mode

Configuring the TLVs to Be
Advertised

Configures the Management

Address to Be Advertised

Configuring the LLDP Fast

Transmission Count

Configuring the TTL Multiplier

and Transmission Interval

Configuring the Transmission

Delay

Configuring the Initialization

Delay

Configuring the LLDP Trap

Function

6&Fs

Description and Command

é’,n} (Optional) It is used to enable or disable the LLDP function in global or interface configuration

mode.

lidp enable Enables the LLDP function.

no lidp enable Disables the LLDP function.

& (Optional) It is used to configure the LLDP work mode.

lidp mode {rx | tx | txrx } Configures the LLDP work mode.

no lidp mode Shuts down the LLDP work mode.

& (Optional) It is used to configure the TLVs to be advertised.

lidp tlv-enable Configures the TLVs to be advertised.

no lidp tlv-enable Cancels TLVs.

é‘i (Optional) It is used to configure the management address to be advertised in LLDP packets.

Configures the management address to be
lldp management-address-tlv [ip-address]
advertised in LLDP packets.

no lldp management-address-tlv Cancels the management address.

é/""f (Optional) It is used to configure the number of LLDP packets that are fast transmitted.

lidp fast-count value Configures the LLDP fast transmission count.

Restores the default LLDP fast transmission

no lidp fast-count
count.

é/‘}\ (Optional) It is used to configure the TTL multiplier and transmission interval.

Configures the TTL multiplier.
lidp hold-multiplier value

no lidp hold-multiplier Restores the default TTL multiplier.

lidp timer tx-interval seconds Configures the transmission interval.

no lidp timer tx-interval Restores the default transmission interval.

é”'i (Optional) It is used to configure the delay time for LLDP packet transmission.

lidp timer tx-delay seconds Configures the transmission delay.

no lidp timer tx-delay Restores the default transmission delay.

é/‘pi (Optional) It is used to configure the delay time for LLDP to initialize on any interface.

lidp timer reinit-delay seconds Configures the initialization delay.

no lldp timer reinit-delay Restores the default initialization delay.

& (Optional) It is used to configure the LLDP Trap function.

lidp notification remote-change enable Enables the LLDP Trap function.

no lldp notification remote-change enable Disables the LLDP Trap function.

lidp timer notification-interval Configures the LLDP Trap transmission interval.
Restores the default LLDP Trap transmission
no lldp timer notification-interval

interval.
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Configuring the LLDP Error

Detection Function

Configuring the LLDP

Encapsulation Format

Configuring the LLDP Network
Policy

Configuring the Civic Address

Configuring the Emergency

Telephone Number

Configuring the Function of

Ignoring PVID Detection

Description and Command

& (Optional) It is used to configure the LLDP error detection function.

lidp error-detect Enables the LLDP error detection function.
no lidp error-detect Disables the LLDP error detection function.
& (Optional) It is used to configure the LLDP encapsulation format.

Ildp encapsulation snap Sets the LLDP encapsulation format to SNAP.
Sets the LLDP encapsulation format to Ethernet

no lildp encapsulation snap

& (Optional) It is used to configure the LLDP Network Policy.

lidp network-policy profile profile-num Configures an LLDP Network Policy.

no lidp network-policy profile profile-num Deletes an LLDP Network Policy.

é‘i (Optional) It is used to configure the civic address of a device.

{ country | state | county | city | division |

neighborhood | street-group |

leading-street-dir | trailing-street-suffix |

street-suffix | number | street-number-suffix

| landmark | additional-location-information  Configures the civic address of a device.
| name | postal-code | building | unit | floor |

room | type-of-place |

postal-community-name | post-office-box |

additional-code } ca-word

no { country | state | county | city | division |

neighborhood | street-group |

leading-street-dir | trailing-street-suffix |

street-suffix | number | street-number-suffix

| landmark | additional-location-information  Deletes civic address of a device.
| name | postal-code | building | unit | floor |

room | type-of-place |

postal-community-name | post-office-box |

additional-code } ca-word

é-& (Optional) It is used to configure the emergency telephone number of a device.

lidp location elin identifier id elin-location Configures the emergency telephone number
tel-number of a device.
Deletes the emergency telephone number of a

no lidp location elin identifier id
device.

& (Optional) It is used to ignore PVID detection.

lidp ignore pvid-error-detect Enables the function of ignoring PVID detection.

Disables the function of ignoring PVID
no lldp ignore pvid-error-detect
detection.
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6.4.1 Configuring the LLDP Function

Configuration Effect

®  Enable or disable the LLDP function.

Notes

®  To make the LLDP function take effect on an interface, you need to enable the LLDP function globally and on the interface.

Configuration Steps

® Optional.

®  Configure the LLDP function in global or interface configuration mode.
Verification

Display LLDP status

®  Check whether the LLDP function is enabled in global configuration mode.

®  Check whether the LLDP function is enabled in interface configuration mode.

Related Commands

N  Enabling the LLDP Function

Command lidp enable

Parameter N/A

Description

Command Global configuration mode/Interface configuration mode

Mode

Usage Guide The LLDP function takes effect on an interface only after it is enabled in global configuration mode and interface

configuration mode.

N Dpisabling the LLDP Function

Command no lidp enable

Parameter N/A

Description

Command Global configuration mode/Interface configuration mode
Mode

Usage Guide N/A
Configuration Example

N Dpisabling the LLDP Function

Configuration  Disable the LLDP function in global configuration mode.

Steps

FS(config)#no lldp enable
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Verification Display global LLDP status.
FS(config)#show lldp status

Global status of LLDP: Disable

Common Errors

®  |f the LLDP function is enabled on an interface but disabled in global configuration mode, the LLDP function does not take

effect on the interface.
®  Aport can learn a maximum of five neighbors.

® Ifaneighbor does not support LLDP but it is connected to an LLDP-supported device, a port may learn information about the

device that is not directly connected to the port because the neighbor may forward LLDP packets.
6.4.2 Configuring the LLDP Work Mode

Configuration Effect

® Ifyou set the LLDP work mode to TxRx, the interface can transmit and receive packets.
®  If you set the LLDP work mode to Tx, the interface can only transmit packets but cannot receive packets.
® Ifyou set the LLDP work mode to Rx, the interface can only receive packets but cannot transmit packets.

® Ifyou disable the LLDP work mode, the interface can neither receive nor transmit packets.

Notes

®  LLDP runs on physical ports (AP member ports for AP ports). Stacked ports and VSL ports do not support LLDP.
Configuration Steps

® Optional.

®  Setthe LLDP work mode to Tx or Rx as required.

Verification

Display LLDP status information on an interface

®  Check whether the configuration takes effect.

Related Commands

N  configuring the LLDP Work Mode

Command lidp mode {rx | tx | txrx}
Parameter rx: Only receives LLDPDUs.
Description tx: Only transmits LLDPDUs.

txrx: Transmits and receives LLDPDUs.

Command Interface configuration mode
Mode
Usage Guide To make LLDP take effect on an interface, make sure to enable LLDP globally and set the LLDP work mode on the

interface to Tx, Rx or TxRx.
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N Dpisabling the LLDP Work Mode

Command no lildp mode

Parameter N/A

Description

Command Interface configuration mode

Mode

Usage Guide After the LLDP work mode on an interface is disabled, the interface does not transmit or receive LLDP packets.

Configuration Example

N  configuring the LLDP Work Mode

Configuration = Set the LLDP work mode to Tx in interface configuration mode.

Steps
FS(config)#interface gigabitethernet 0/1
FS(config-if-GigabitEthernet 0/1)#lldp mode tx
Verification Display LLDP status information on the interface.

FS(config-if-GigabitEthernet 0/1)#show lldp status interface gigabitethernet 0/1

Port [GigabitEthernet 0/1]

Port status of LLDP : Enable
Port state :UP

Port encapsulation : Ethernet Il
Operational mode : TxOnly
Notification enable :NO

Error detect enable : YES
Number of neighbors :0
Number of MED neighbors :0

6.4.3 Configuring the TLVs to Be Advertised

Configuration Effect

®  Configure the type of TLVs to be advertised to specify the LLDPDUs in LLDP packets.

Notes

® If you configure the all parameter for the basic management TLVs, IEEE 802.1 organizationally specific TLVs, and |EEE 802.3
organizationally specific TLVs, all optional TLVs of these types are advertised.

® If you configure the all parameter for the LLDP-MED TLVs, all LLDP-MED TLVs except Location Identification TLV are advertised.

®  If you want to configure the LLDP-MED Capability TLV, configure the LLDP 802.3 MAC/PHY TLYV first; If you want to cancel the
LLDP 802.3 MAC/PHY TLV, cancel the LLDP-MED Capability TLV first.
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® If you want to configure LLDP-MED TLVs, configure the LLDP-MED Capability TLV before configuring other types of LLDP-MED
TLVs. If you want to cancel LLDP-MED TLVs, cancel the LLDP-MED Capability TLV before canceling other types of LLDP-MED
TLVs If a device is connected to an IP-Phone that supports LLDP-MED, you can configure the Network Policy TLV to push policy

configuration to the IP-Phone.

® If adevice supports the DCBX function by default, ports of the device are not allowed to advertise IEEE 802.3 organizationally
specific TLVs and LLDP-MED TLVs by default.

Configuration Steps
® Optional.
®  Configure the type of TLVs to be advertised on an interface.

Verification

Display the configuration of TLVs to be advertised on an interface

®  Check whether the configuration takes effect.

Related Commands

N configuring TLVs to Be Advertised

Command lidp tlv-enable { basic-tlv { all | port-description | system-capability | system-description | system-name }
|dot1-tlv { all | port-vlan-id | protocol-vlan-id [ vian-id 1 | vlan-name [ vian-id 1} |dot3-tlv { all | link-aggregation
| mac-physic | max-frame-size | power } | med-tlv { all | capability | inventory | location { civic-location | elin}
identifier id | network-policy profile [ profile-num ] | power-over-ethernet } }

Parameter basic-tlv: Indicates the basic management TLV.

Description port-description: Indicates the Port Description TLV.
system-capability: Indicates the System Capabilities TLV.
system-description: Indicates the System Description TLV.
system-name: Indicates the System Name TLV.
dot1-tlv: Indicates the IEEE 802.1 organizationally specific TLVs.
port-vlan-id: Indicates the Port VLAN ID TLV.
protocol-vlan-id: Indicates the Port And Protocol VLAN ID TLV.
vlan-id: Indicates the Port Protocol VLAN ID, ranging from 1 to 4,094.
vlan-name: Indicates the VLAN Name TLV.
vlan-id: Indicates the VLAN name, ranging from 1 to 4,094.
dot3-tlv: Indicates the IEEE 802.3 organizationally specific TLVs.
link-aggregation: Indicates the Link Aggregation TLV.
mac-physic: Indicates the MAC/PHY Configuration/Status TLV.
max-frame-size: Indicates the Maximum Frame Size TLV.
power: Indicates the Power Via MDI TLV.
med-tlv: Indicates the LLDP MED TLV.
capability: Indicates the LLDP-MED Capabilities TLV.

Inventory: Indicates the inventory management TLV, which contains the hardware version, firmware version,
software version, SN, manufacturer name, module name, and asset identifier.
location: Indicates the Location Identification TLV.

civic-location: Indicates the civic address information and postal information.
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elin: Indicates the emergency telephone number.
id: Indicates the policy ID, ranging from 1 to 1,024.
network-policy: Indicates the Network Policy TLV.
profile-num: Indicates the Network Policy ID, ranging from 1 to 1,024.
power-over-ethernet: Indicates the Extended Power-via-MDI TLV.
Command Interface configuration mode
Mode
Usage Guide N/A

N  canceling TLVs

Command no lidp tlv-enable {basic-tlv { all | port-description | system-capability | system-description | system-name} |
dot1-tlv { all | port-vlan-id | protocol-vlan-id | vilan-name } | dot3-tlv { all | link-aggregation | mac-physic |
max-frame-size | power } | med-tlv { all | capability | inventory | location { civic-location | elin } identifier id
| network-policy profile [ profile-num 1| power-over-ethernet } }
Parameter basic-tlv: Indicates the basic management TLV.
Description port-description: Indicates the Port Description TLV.
system-capability: Indicates the System Capabilities TLV.
system-description: Indicates the System Description TLV.
system-name: Indicates the System Name TLV.
dot1-tlv: Indicates the IEEE 802.1 organizationally specific TLVs.
port-vlan-id: Indicates the Port VLAN ID TLV.
protocol-vlan-id: Indicates the Port And Protocol VLAN ID TLV.
vlan-name: Indicates the VLAN Name TLV.
dot3-tlv: Indicates the IEEE 802.3 organizationally specific TLVs.
link-aggregation: Indicates the Link Aggregation TLV.
mac-physic: Indicates the MAC/PHY Configuration/Status TLV.
max-frame-size: Indicates the Maximum Frame Size TLV.
power: Indicates the Power Via MDI TLV.
med-tlv: Indicates the LLDP MED TLV.
capability: Indicates the LLDP-MED Capabilities TLV.
Inventory: Indicates the inventory management TLV, which contains the hardware version, firmware version,
software version, SN, manufacturer name, module name, and asset identifier.
location: Indicates the Location Identification TLV.
civic-location: Indicates the civic address information and postal information.
elin: Indicates the emergency telephone number.
id: Indicates the policy ID, ranging from 1 to 1,024.
network-policy: Indicates the Network Policy TLV.
profile-num: Indicates the Network Policy ID, ranging from 1 to 1,024.
power-over-ethernet: Indicates the Extended Power-via-MDI TLV.
Command Interface configuration mode
Mode
Usage Guide N/A

Configuration Example
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N  configuring TLVs to Be Advertised

Configuration

Steps

Verification

Cancel the advertisement of the IEEE 802.1 organizationally specific Port And Protocol VLAN ID TLV.

FS(config)#interface gigabitethernet 0/1

FS(config-if-GigabitEthernet 0/1)#no lldp tlv-enable dot1-tlv protocol-vlan-id

Display LLDP TLV configuration in interface configuration mode.

FS(config-if-GigabitEthernet 0/1)#show lldp tlv-config interface gigabitethernet 0/1

LLDP tlv-config of port [GigabitEthernet 0/1]

NAME

Basic optional TLV:

Port Description TLV
System Name TLV
System Description TLV
System Capabilities TLV

Management Address TLV

IEEE 802.1 extend TLV:

Port VLAN ID TLV

Port And Protocol VLAN ID TLV

VLAN Name TLV

IEEE 802.3 extend TLV:
MAC-Physic TLV
Power via MDI TLV
Link Aggregation TLV

Maximum Frame Size TLV

LLDP-MED extend TLV:
Capabilities TLV
Network Policy TLV

Location Identification TLV

Extended Power via MDI TLV

STATUS DEFAULT

YES YES

YES YES

YES YES

YES YES

YES YES

YES YES

NO YES

YES YES

YES YES

YES YES

YES YES

YES YES

YES YES

YES YES

NO NO

YES YES

& Fs
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Inventory TLV YES YES

6.4.4 Configures the Management Address to Be Advertised

Configuration Effect

®  Configure the management address to be advertised in LLDP packets in interface configuration mode.

®  After the management address to be advertised is cancelled, the management address in LLDP packets is subject to the default

settings.
Notes
®  LLDP runs on physical ports (AP member ports for AP ports). Stacked ports and VSL ports do not support LLDP.
Configuration Steps

® Optional.

®  Configure the management address to be advertised in LLDP packets in interface configuration mode.
Verification

Display LLDP information on a local interface

®  Check whether the configuration takes effect.

Related Commands

AN Configuring the Management Address to Be Advertised

Command lldp management-address-tlv [ ip-address ]

Parameter ip-address: Indicates the management address to be advertised in an LLDP packet.
Description

Command Interface configuration mode

Mode

Usage Guide A management address is advertised through LLDP packets by default. The management address is the IPv4
address of the minimum VLAN supported by the port. If no IPv4 address is configured for the VLAN, LLDP keeps
searching for the qualified IP address.

If no IPv4 address is found, LLDP searches for the IPv6 address of the minimum VLAN supported by the port.

If no IPv6 address is found, the loopback address 127.0.0.1 is used as the management address.

N canceling the Management Address

Command no lidp management-address-tlv

Parameter N/A

Description

Command Interface configuration mode

Mode

Usage Guide A management address is advertised through LLDP packets by default. The management address is the IPv4

address of the minimum VLAN supported by the port. If no IPv4 address is configured for the VLAN, LLDP keeps

searching for the qualified IP address.
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If no IPv4 address is found, LLDP searches for the IPv6 address of the minimum VLAN supported by the port.

If no IPv6 address is found, the loopback address 127.0.0.1 is used as the management address.
Configuration Example

N  cConfiguring the Management Address to Be Advertised

Configuration = Set the management address to 192.168.1.1 on an interface.

Steps

FS(config)#interface gigabitethernet 0/1

FS(config-if-GigabitEthernet 0/1)#lldp management-address-tlv 192.168.1.1
Verification Display configuration on the interface.

FS(config-if-GigabitEthernet 0/1)#show Ildp local-information interface GigabitEthernet 0/1

LIdp local-information of port [GigabitEthernet 0/1]

Port ID type : Interface name

Port id : GigabitEthernet 0/1
Port description : GigabitEthernet 0/1
Management address subtype ipv4

Management address :192.168.1.1
Interface numbering subtype siflndex

Interface number 1

Object identifier

802.1 organizationally information
Port VLAN ID 01

Port and protocol VLAN ID(PPVID) :1

PPVID Supported : YES
PPVID Enabled :NO
VLAN name of VLAN 1 : VLANOOO1

Protocol Identity

802.3 organizationally information
Auto-negotiation supported : YES
Auto-negotiation enabled : YES

PMD auto-negotiation advertised  : T000BASE-T full duplex mode, 100BASE-TX full duplex mode, 100BASE-TX
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half duplex mode, 10BASE-T full duplex mode, T0BASE-T half duplex mode

Operational MAU type : speed(100)/duplex(Full)
PoE support :NO

Link aggregation supported : YES

Link aggregation enabled :NO

Aggregation port ID :0

Maximum frame Size : 1500

LLDP-MED organizationally information
Power-via-MDI device type :PD
Power-via-MDI power source : Local
Power-via-MDI power priority
Power-via-MDI power value

Model name : Model name

6.4.5 Configuring the LLDP Fast Transmission Count

Configuration Effect

®  Configure the number of LLDP packets that are fast transmitted.

Configuration Steps

® Optional.

®  Configure the number of LLDP packets that are fast transmitted in global configuration mode.

Verification

Displaying the global LLDP status information
® Check whether the configuration takes effect.

Related Commands

N  cConfiguring the LLDP Fast Transmission Count

Command lidp fast-count value

Parameter value: Indicates the number of LLDP packets that are fast transmitted. The value ranges from 1 to 10. The default
Description valueis 3.

Command Global configuration mode

Mode

Usage Guide N/A

A  Restoring the Default LLDP Fast Transmission Count
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Command no lidp fast-count
Parameter N/A

Description

Command Global configuration mode
Mode

Usage Guide N/A
Configuration Example

N  cConfiguring the LLDP Fast Transmission Count

Configuration = Set the LLDP fast transmission count to 5 in global configuration mode.

Steps

FS(config)#lldp fast-count 5

Verification Display the global LLDP status information.
FS(config)#show lldp status
Global status of LLDP : Enable

Neighbor information last changed time :

Transmit interval :30s
Hold multiplier 14
Reinit delay :2s
Transmit delay :2s
Notification interval :5s
Fast start counts :5

6.4.6 Configuring the TTL Multiplier and Transmission Interval

Configuration Effect

®  Configure the TTL multiplier.

®  Configure the LLDP packet transmission interval.
Configuration Steps

® Optional.

®  Perform the configuration in global configuration mode.
Verification

Display LLDP status information on an interface

®  Check whether the configuration takes effect.

Related Commands
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AY| Configuring the TTL Multiplier

Command lidp hold-multiplier value

Parameter value: Indicates the TLL multiplier. The value ranges from 2 to 10. The default value is 4.

Description

Command Global configuration mode

Mode

Usage Guide In an LLDP packet. the value of Time To Live TLV is calculated based on the following formula: Time to Live TLV=

TTL multiplier x Packet transmission interval + 1. Therefore, you can modify the Time to Live TLV in LLDP packets

by configuring the TTL multiplier.

A  Restoring the Default TTL Multiplier

Command no lidp hold-multiplier

Parameter N/A

Description

Command Global configuration mode

Mode

Usage Guide In an LLDP packet, the value of Time To Live TLV is calculated based on the following formula: Time to Live TLV =

TTL multiplier x Packet transmission interval + 1. Therefore, you can modify the Time to Live TLV in LLDP packets

by configuring the TTL multiplier.

AY| Configuring the Transmission Interval

Command lidp timer tx-interval seconds

Parameter seconds: Indicates the LLDP packet transmission interval. The value ranges from 5 to 32,768.
Description

Command Global configuration mode

Mode

Usage Guide N/A

N  Restoring the Default Transmission Interval

Command no lidp timer tx-interval
Parameter N/A

Description

Command Global configuration mode
Mode

Usage Guide N/A
Configuration Example

N  cConfiguring the TTL Multiplier and Transmission Interval

Configuration = Set the TTL multiplier to 3 and the transmission interval to 20 seconds. The TTL of local device information on

Steps neighbors is 61 seconds.

FS(config)#lldp hold-multiplier 3
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FS(config)#lldp timer tx-interval 20

Verification Display the global LLDP status information.
FS(config)#lldp hold-multiplier 3
FS(config)#lldp timer tx-interval 20
FS(config)#show lldp status
Global status of LLDP :Enable

Neighbor information last changed time :

Transmit interval :20s

Hold multiplier :3

Reinit delay :2s

Transmit delay :2s

Notification interval :5s

Fast start counts 13
6.4.7 Configuring the Transmission Delay

Configuration Effect

®  Configure the delay time for LLDP packet transmission.
Configuration Steps

® Optional.

®  Perform the configuration in global configuration mode.
Verification

Displaying the global LLDP status information

®  Check whether the configuration takes effect.

Related Commands

N configuring the Transmission Delay

Command lidp timer tx-delay seconds

Parameter seconds: Indicates the transmission delay. The value ranges from 1 to 8,192.

Description

Command Global configuration mode

Mode

Usage Guide When local information of a device changes, the device immediately transmits LLDP packets to its neighbors.

Configure the transmission delay to prevent frequent transmission of LLDP packets caused by frequent changes of

local information.
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N Restoring the Default Transmission Delay

Command no lldp timer tx-delay

Parameter N/A

Description

Command Global configuration mode

Mode

Usage Guide When local information of a device changes, the device immediately transmits LLDP packets to its neighbors.

Configure the transmission delay to prevent frequent transmission of LLDP packets caused by frequent changes of

local information.
Configuration Example

N configuring the Transmission Delay

Configuration = Set the transmission delay to 3 seconds.

Steps

FS(config)#lldp timer tx-delay 3

Verification Display the global LLDP status information.
FS(config)#show lldp status
Global status of LLDP :Enable

Neighbor information last changed time :

Transmit interval :30s
Hold multiplier 14
Reinit delay :2s
Transmit delay :3s
Notification interval :5s
Fast start counts :3

6.4.8 Configuring the Initialization Delay

Configuration Effect

®  Configure the delay time for LLDP to initialize on any interface.
Configuration Steps

® Optional.

®  Configure the delay time for LLDP to initialize on any interface.
Verification

Display the global LLDP status information

®  Check whether the configuration takes effect.




hJ
AP SERIES CONFIGURATION GUIDE 6 FS

Related Commands

N  cConfiguring the Initialization Delay

Command lidp timer reinit-delay seconds

Parameter seconds: Indicates the initialization delay . The value ranges from 1 to 10 seconds.

Description

Command Global configuration mode

Mode

Usage Guide Configure the initialization delay to prevent frequent initialization of the state machine caused by frequent

changes of the port work mode.

N  Restoring the Default Initialization Delay

Command no lldp timer reinit-delay

Parameter N/A

Description

Command Global configuration mode

Mode

Usage Guide Configure the initialization delay to prevent frequent initialization of the state machine caused by frequent

changes of the port work mode.
Configuration Example

N  cConfiguring the Initialization Delay

Configuration  Set the initialization delay to 3 seconds.

Steps

FS(config)#lldp timer reinit-delay 3

Verification Display the global LLDP status information.
FS(config)#show lldp status
Global status of LLDP :Enable

Neighbor information last changed time :

Transmit interval :30s
Hold multiplier 14
Reinit delay :3s
Transmit delay :2s
Notification interval :5s
Fast start counts 13

6.4.9 Configuring the LLDP Trap Function

Configuration Effect
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®  Configure the interval for transmitting LLDP Trap messages.

Configuration Steps

AN Enabling the LLDP Trap Function

® Optional.

®  Perform the configuration in interface configuration mode.
AY| Configuring the LLDP Trap Transmission Interval

® Optional.

®  Perform the configuration in global configuration mode.
Verification
Display LLDP status information

®  Check whether the LLDP Trap function is enabled.

®  Check whether the interval configuration takes effect.

Related Commands

AN Enabling the LLDP Trap Function

Command lidp notification remote-change enable

Parameter N/A

Description

Command Interface configuration mode

Mode

Usage Guide The LLDP Trap function enables a device to send its local LLDP information (such as neighbor discovery and

communication link fault) to the NMS server so that administrators learn about the network performance

A Dpisabling the LLDP Trap Function

Command no lldp notification remote-change enable

Parameter N/A

Description

Command Interface configuration mode

Mode

Usage Guide The LLDP Trap function enables a device to send its local LLDP information (such as neighbor discovery and

communication link fault) to the NMS server so that administrators learn about the network performance.

AY| Configuring the LLDP Trap Transmission Interval

Command lidp timer notification-interval seconds

Parameter seconds: Indicates the interval for transmitting LLDP Trap messages. The value ranges from 5 to 3,600 seconds. The
Description default value is 5 seconds.

Command Global configuration mode

Mode




hJ
AP SERIES CONFIGURATION GUIDE 6 FS

Usage Guide Configure the LLDP Trap transmission interval to prevent frequent transmission of LLDP Trap messages. LLDP

changes detected within this interval will be transmitted to the NMS server.

AN Restoring the LLDP Trap Transmission Interval

Command no lldp timer notification-interval

Parameter N/A

Description

Command Global configuration mode

Mode

Usage Guide Configure the LLDP Trap transmission interval to prevent frequent transmission of LLDP Trap messages. LLDP

changes detected within this interval will be transmitted to the NMS server.
Configuration Example

AY| Enabling the LLDP Trap Function and Configuring the LLDP Trap Transmission Interval

Configuration Enable the LLDP Trap function and set the LLDP Trap transmission interval to 10 seconds.

Steps

FS(config)#lldp timer notification-interval 10

FS(config)#interface gigabitethernet 0/1

FS(config-if-GigabitEthernet 0/1)#lldp notification remote-change enable
Verification Display LLDP status information.

FS(config-if-GigabitEthernet 0/1)#show lldp status
Global status of LLDP :Enable

Neighbor information last changed time :

Transmit interval :30s
Hold multiplier 14
Reinit delay :2s
Transmit delay :2s
Notification interval :10s
Fast start counts :3

Port [GigabitEthernet 0/1]

Port status of LLDP : Enable
Port state :UP
Port encapsulation : Ethernet Il

Operational mode : RXAndTx
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Notification enable : YES
Error detect enable : YES
Number of neighbors :0
Number of MED neighbors :0

6.4.10 Configuring the LLDP Error Detection Function

Configuration Effect

®  Enable the LLDP error detection function. When LLDP detects an error, the error is logged.

®  Configure the LLDP error detection function to detect VLAN configuration at both ends of a link, port status, aggregate port

configuration, MTU configuration, and loops.
Notes
N/A
Configuration Steps
® Optional.
®  Enable or disable the LLDP error detection function in interface configuration mode.
Verification
Display LLDP status information on an interface
® Check whether the configuration takes effect.

Related Commands

N Enabling the LLDP Error Detection Function

Command lidp error-detect

Parameter N/A

Description

Command Interface configuration mode

Mode

Usage Guide The LLDP error detection function relies on specific TLVs in LLDP packets exchanged between devices at both ends

of a link. Therefore, a device needs to advertise correct TLVs to ensure the LLDP error detection function.

N Dpisabling the LLDP Error Detection Function

Command no lidp error-detect

Parameter N/A

Description

Command Interface configuration mode

Mode

Usage Guide The LLDP error detection function relies on specific TLVs in LLDP packets exchanged between devices at both ends

of a link. Therefore, a device needs to advertise correct TLVs to ensure the LLDP error detection function.
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Configuration Example

N  Enabling the LLDP Error Detection Function

Configuration Enable the LLDP error detection function on interface GigabitEthernet 0/1.

Steps
FS(config)#interface gigabitethernet 0/1
FS(config-if-GigabitEthernet 0/1)#lldp error-detect
Verification Display LLDP status information on the interface.

FS(config-if-GigabitEthernet 0/1)#show lldp status interface gigabitethernet 0/1

Port [GigabitEthernet 0/1]

Port status of LLDP :Enable

Port state :UP

Port encapsulation : Ethernet Il
Operational mode : RxAndTx
Notification enable :NO

Error detect enable : YES
Number of neighbors :0
Number of MED neighbors :0

6.4.11 Configuring the LLDP Encapsulation Format

Configuration Effect

®  Configure the LLDP encapsulation format.

Configuration Steps

® Optional.

®  Configure the LLDP encapsulation format on an interface.
Verification

Display LLDP status information of an interface

®  Check whether the configuration takes effect.

Related Commands

A  setting the LLDP Encapsulation Format to SNAP

Command lidp encapsulation snap
Parameter N/A

Description
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Command Interface configuration mode
Mode

Usage Guide ) . . . . . . .
f\ The LLDP encapsulation format configuration on a device and its neighbors must be consistent.

AN Restoring the Default LLDP Encapsulation Format (Ethernet Il)

Command No lidp encapsulation snap
Parameter N/A

Description

Command Interface configuration mode
Mode

Usage Guide

f\ The LLDP encapsulation format configuration on a device and its neighbors must be consistent.

Configuration Example

AY| Setting the LLDP Encapsulation Format to SNAP

Configuration = Set the LLDP encapsulation format to SNAP.

Steps
FS(config)#interface gigabitethernet 0/1
FS(config-if-GigabitEthernet 0/1)#lldp encapsulation snap
Verification Display LLDP status information on the interface.

FS(config-if-GigabitEthernet 0/1)#show lldp status interface gigabitethernet 0/1

Port [GigabitEthernet 0/1]

Port status of LLDP : Enable

Port state :UP

Port encapsulation :Snap
Operational mode : RxAndTx
Notification enable :NO

Error detect enable 1 YES
Number of neighbors :0
Number of MED neighbors :0

6.4, 12 Configuring the LLDP Network Policy

Configuration Effect

®  Configure the LLDP Network Policy.

®  Ifadevice is connected to an IP-Phone that supports LLDP-MED, you can configure the Network Policy TLV to push policy
configuration to the IP-Phone, , which enables the IP-Phone to change the tag and QoS of voice streams. In addition to the

LLDP Network Policy, perform the following steps on the device: 1. Enable the Voice VLAN function and add the port
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connected to the IP-Phone to the Voice VLAN. 2. Configure the port connected to the IP-Phone as a QoS trusted port (the
trusted DSCP mode is recommended). 3. If 802.1X authentication is also enabled on the port, configure a secure channel for the
packets from the Voice VLAN. If the IP-Phone does not support LLDP-MED, enable the voice VLAN function and add the MAC
address of the IP-Phone to the Voice VLAN OUI list manually.

®  For the configuration of the QoS trust mode, see Configuring IP QoS; for the configuration of the Voice VLAN, see Configuring

Voice VLAN; for the configuration of the secure channel, see Configuring ACL.
Configuration Steps

® Optional.
®  Configure the LLDP Network Policy.

Verification

Displaying the LLDP network policy configuration.

®  Check whether the configuration takes effect.

Related Commands

AN Configuring the LLDP Network Policy

Command lidp network-policy profile profile-num

Parameter profile-num: Indicates the ID of an LLDP Network Policy. The value ranges from 1 to 1,024.
Description

Command Global configuration mode

Mode

Usage Guide Run this command to enter the LLDP network policy mode after specifying a policy ID.

After entering the LLDP network policy mode, run the { voice | voice-signaling } vlan command to configure a

specific network policy.

A  peleting the LLDP Network Policy

Command no lidp network-policy profile profile-num

Parameter profile-num: Indicates the LLDP Network Policy ID. The value ranges from 1 to 1,024.
Description

Command Interface configuration mode

Mode

Usage Guide Run this command to enter the LLDP network policy mode after specifying a policy ID.

After entering the LLDP network policy mode, run the { voice | voice-signaling } vlan command to configure a

specific network policy.
Configuration Example

N  Configuring the LLDP Network Policy

Configuration = Set the Network Policy TLV to 1 for LLDP packets to be advertised by port GigabitEthernet 0/1 and set the VLAN ID
Steps of the Voice application to 3, COS to 4, and DSCP to 6.

FS#config
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Verification

FS(config)#lldp network-policy profile 1
FS(config-lldp-network-policy)# voice vlan 3 cos 4
FS(config-lldp-network-policy)# voice vlan 3 dscp 6
FS(config-lldp-network-policy)#exit

FS(config)# interface gigabitethernet 0/1

FS(config-if-GigabitEthernet 0/1)# lldp tlv-enable med-tlv network-policy profile 1

Display the LLDP network policy configuration on the local device.
network-policy information:

network policy profile :1

voice vlan 3 cos 4

voice vlan 3 dscp 6

6.4.13 Configuring the Civic Address

Configuration Effect

®  Configure the civic address of a device.

Configuration Steps

® Optional.

®  Perform this configuration in LLDP Civic Address configuration mode.

Verification

Display the LLDP civic address of the local device

®  Check whether the configuration takes effect.

Related Commands

N configuring the Civic Address of a Device

Command

Parameter

Description

Configure the LLDP civic address. Use the no option to delete the address.

{ country | state | county | city | division | neighborhood | street-group | leading-street-dir |

trailing-street-suffix | street-suffix | number | street-number-suffix | landmark |

additional-location-information | name | postal-code | building | unit | floor | room | type-of-place |

postal-community-name | post-office-box | additional-code } ca-word
country: Indicates the country code, with two characters. CH indicates China.
state: Indicates the CA typeiis 1.

county: Indicates that the CA type is 2.

city: Indicates that the CA type is 3.

division: Indicates that the CA type is 4.
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neighborhood: Indicates that the CA type is 5.
street-group: Indicates that the CA type is 6.
leading-street-dir: Indicates that the CA type is 16.
trailing-street-suffix: Indicates that the CA type is 17.
street-suffix: Indicates that the CA type is 18.

number: Indicates that the CA type is 19.
street-number-suffix: Indicates that the CA type is 20.
landmark: Indicates that the CA type is 21.
additional-location-information: Indicates that the CA type is 22.
name: Indicates that the CA type is 23.

postal-code: Indicates that the CA type is 24.

building: Indicates that the CA type is 25.

unit: Indicates that the CA type is 26.

floor: Indicates that the CA type is 27.

room: Indicates that the CA type is 28.

type-of-place: Indicates that the CA type is 29.
postal-community-name: Indicates that the CA type is 30.
post-office-box: Indicates that the CA type is 31.
additional-code: Indicates that the CA type is 32.

ca-word: Indicates the address.

Command LLDP Civic Address configuration mode
Mode
Usage Guide After entering the LLDP Civic Address configuration mode, configure the LLDP civic address.

N peleting the Civic Address of a Device

Command no { country | state | county | city | division | neighborhood | street-group | leading-street-dir |
trailing-street-suffix | street-suffix | number | street-number-suffix | landmark |
additional-location-information | name | postal-code | building | unit | floor | room | type-of-place |

postal-community-name | post-office-box | additional-code }

Parameter N/A

Description

Command LLDP Civic Address configuration mode
Mode

Usage Guide After entering the LLDP Civic Address configuration mode, configure the LLDP civic address.

N  Configuring the Device Type

Command device-type device-type
Parameter device-type: Indicates the device type. The value ranges from 0 to 2. The default value is 1.
Description 0 indicates that the device type is DHCP server.

1 indicates that the device type is switch.

2 indicates that the device type is LLDP MED .
Command LLDP Civic Address configuration mode
Mode

Usage Guide After entering the LLDP Civic Address configuration mode, configure the device type.
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N  Restoring the Device Type

Command no device-type

Parameter N/A

Description

Command LLDP Civic Address configuration mode
Mode

Usage Guide After entering the LLDP Civic Address configuration mode, restore the default settings.
Configuration Example

N configuring the Civic Address of a Device

Configuration = Set the address of port GigabitEthernet 0/1 as follows: set country to CH, city to Fuzhou, and postal code to

Steps 350000.
FS#config
FS(config)#lldp location civic-location identifier 1
FS(config-lldp-civic)# country CH
FS(config-lldp-civic)# city Fuzhou

FS(config-lldp-civic)# postal-code 350000

Verification Display the LLDP civic address of port GigabitEthernet 0/1 1.

civic location information:

Identifier )1
country :CH
device type 1

city :Fuzhou
postal-code :350000

6.4.14 Configuring the Emergency Telephone Number

Configuration Effect
®  Configure the emergency telephone number of a device.
Configuration Steps

® Optional.
®  Perform this configuration in global configuration mode.

Verification

Display the emergency telephone number of the local device
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®  Check whether the configuration takes effect.

Related Commands

N  configuring the Emergency Telephone Number of a Device

Command lidp location elin identifier id elin-location tel-number

Parameter id: Indicates the identifier of an emergency telephone number. The value ranges from 1 to 1,024.
Description tel-number: Indicates emergency telephone number, containing 10-25 characters.

Command Global configuration mode

Mode

Usage Guide Run this command to configure the emergency telephone number.

A  peleting the Emergency Telephone Number of a Device

Command no lldp location elin identifier id

Parameter id: Indicates the identifier of an emergency telephone number. The value ranges from 1 to 1,024.
Description

Command Global configuration mode

Mode

Usage Guide N/A
Configuration Example

N  cConfiguring the Emergency Telephone Number of a Device

Configuration = Set the emergency telephone number of port GigabitEthernet 0/1 to 085285555556.

Steps

FS#config

FS(config)#lldp location elin identifier 1 elin-location 085283671111
Verification Display the emergency telephone number of port GigabitEthernet 0/1.

elin location information:

Identifier :1

elin number :085283671111

6.4.15 Configuring the Function of Ignoring PVID Detection

Configuration Effect
®  Ignores the PVID detection.
Configuration Steps

® Optional.

®  According to the real condition, select whether to enable the function.




AP SERIES CONFIGURATION GUIDE e FS

Verification

Display the LLDP information.
®  Check whether the status of PVID detection in global LLDP is the same as your configuration.

Related Commands

A Ignoring PVID Detection

Command lidp ignore pvid-error-detect
Parameter N/A
Description

Command Mode Global configuration mode

Usage Guide Use the command to ignore PVID detection.
Configuration Example

AY| Configuring the Function of Ignoring PVID Detection

Configuration  Ignores PVID detection in global configuration mode.
Steps

FSt#config

FS(config)#lldp ignore pvid-error-detect

Verification Display the LLDP information.
uijie(config)#show lldp status
Global status of LLDP :Enable

Neighbor information last changed time :

Transmit interval :30s
Hold multiplier 14
Reinit delay :2s
Transmit delay :2s
Notification interval :5s
Fast start counts :5
Igore PVID error detect : YES

6.5 Monitoring

Clearing

A Running the clear commands may lose vital information and thus interrupt services.

Clears LLDP statistics. clear lldp statistics [ interface interface-name ]

Clears LLDP neighbor information. clear lldp table [ interface interface-name ]
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Displaying

Command

Displays LLDP information on the local show lldp local-information [ global | interface interface-name ]

device, which will be organized as TLVs

and sent to neighbors.

Displays the LLDP civic address or show lldp location { civic-location | elin-location } { identifier id | interface
emergency telephone number of a interface-name | static }

local device.

Displays LLDP information on a show lldp neighbors [ interface interface-name ] [ detail ]

neighbor.

Displays the LLDP network policy show lldp network-policy { profile [ profile-num 1 | interface interface-name }

configuration of the local device.

Displays LLDP statistics. show lldp statistics [ global | interface interface-name ]
Displays LLDP status information. show lldp status [ interface interface-name ]

Displays the configuration of TLVs to be = show lldp tlv-config [interface interface-name ]

advertised by a port.
Debugging

A System resources are occupied when debugging information is output. Therefore, disable debugging immediately after use.

Debugs LLDP error processing. debug lidp error

Debugs LLDP event processing. debug lidp event
Debugs LLDP hot backup processing. debug lidp ha
Debugs the LLDP packet reception. debug lidp packet
Debugs the LLDP state machine. debug lidp stm
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7 Configuring PPPoE-client
7.1 Overview

PPPOE: Point-to-point Protocol Over Ethernet

FS products support the PPPoE client on Ethernet interfaces, and are therefore able to connect to a host network by accessing a
remote hub through a simple access device. The PPPoE protocol enables the PPPoE server to control each access client and perform

relevant accounting.
FS products support two dialing modes: Dial-on-Demand Routing (DDR) and no Dial-on-Demand Routing (DDR) but always online.
®  The PPPOE client is applicable in scenarios where Internet access is implemented through ADSL.

6 The following sections describe the PPPoE client only.

Protocols and Standards

® RFC2516: A Method for Transmitting PPP Over Ethernet (PPPoE)

[ )
FC1661: The Point-to-Point Protocol (PPP)

7.2 Applications

Application

ADSL Scenario In a scenario where Internet access is implemented through the Asymmetric Digital
Subscriber Line (ADSL) technology, the device provides dialup and packet forwarding

functions.

7.2.1 ADSL Scenario

Scenario
In a scenario where Internet access is implemented through ADSL, the device provides dialup and packet forwarding functions.
The dialup networking scenario is illustrated with Figure 7-1 as an example.

® The dialup function is enabled on the device. The device connects to a remote Internet service

provider (ISP) over an ADSL line, and obtains Internet access capability.

[ ] Intranet PCs access the Internet through the device.

Figure 7-1
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7.2.1.1 Corresponding Protocols
[ ] Enable the dialup function on the device, and dial up to the Internet over the ADSL line.

7.3 Features

Basic Concepts
N sp

A network operator who provides users with Internet access service, information service, and value-added services (VASs).

N ADSL

A line on which users dial up to the Internet.

N pataFlow

A flow of packets only forwarded by the device.
N nterested Flow
A specific type of packets defined by users during configuration, which can trigger the device to start dialup.

Overview

| Feature ______ Description |

Dialup to the Internet In a scenario where Internet access is implemented through the Asymmetric Digital Subscriber Line (ADSL)

technology, the device provides dialup and packet forwarding functions.

7.3.1 Dialup to the Internet

The device has Internet access capability after the dialup is complete; therefore, hosts in the intranet also have Internet access

capability.
Working Principle

Dialup corresponds to the negotiation process, whereas Internet access corresponds to the packet forwarding process.
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Negotiation can be further divided into three parts: protocol negotiation, protocol keepalive, and protocol termination.

N  Protocol Negotiation
Protocol negotiation is divided into PPPoE negotiation and PPP negotiation.
During PPPoE negotiation, both parties confirm a unique peer, record the peer's MAC address, and establish a unique session ID.

During PPP negotiation, the server checks the client's authentication information. If the client passes the authentication, the server
allocates an IP address to the client. If the client has already been configured with an IP address and the configured IP address meets

the server's requirements, the server will agree to use this IP address as the IP address of the client.
After both protocols are up, the device has Internet access capability and prepares a Layer 2 (L2) header that is necessary for data

packet encapsulation.

N Protocol Keepalive

After PPP is up, both parties periodically send LCP heartbeat packets to each other. If the party at one end does not receive any

heartbeat response from the other party, it actively terminates the protocol.

N  Protocol Termination
In certain cases, either party may actively terminate the protocol.

The initiating party sends a PPP termination packet to end the current PPP session, and then sends a PPPoE termination packet to

end the current PPPoE session.

After receiving the PPP termination packet, the passive party returns an acknowledgement packet to agree to the termination of the
PPP session; and after receiving the PPPoE termination packet, the passive party returns another acknowledgement packet to agree

to the termination of the PPPoE session.

Once either party receives a PPPoE termination protocol, the PPP session and the PPPoE session will immediately terminate, even if it
has not received any PPP termination protocol.

N  Ppacket Forwarding

Packet sending process: When a data packet is routed to the dialer interface, the device encapsulates the data packet with the

prepared L2 header information and ultimately sends the data packet from a physical port.

Packet receiving process: After a packet arrives at a physical port, the device marks the Layer 3 (L3) header position of the packet,

executes the next service, and ultimately sends the packet to a host in the intranet.

Related Configuration

N  Configuring the Ethernet Interface

By default, the following functions are disabled and there is no corresponding default value.
Run the pppoe enable command to enable the PPPoE client function on the interface.
Run the no pppoe enable command to disable the PPPoE client function on the interface.

Run the pppoe-client dial-pool-number pool-number dial-on-demand command to bind the Ethernet interface to a specific logical

dialer pool. The logical dialer pool provides dial-on-demand. It dials the PPPoE server only after it has received packets.

Run the no pppoe-client dial-pool-number pool-number command to unbind the Ethernet interface from the specific logical dialer

pool.
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N configuring the Logical Interface
By default, the following functions are disabled.

Run the interface dialer dialer-number command to add a specific logical interface and enter the configuration mode of the logical

interface.

Run the no interface dialer dialer-number command to delete the specific logical interface.

Run the ip address negotiate command to configure negotiation-based IP address acquisition.

Run the no ip address negotiate command to remove the configuration of negotiation-based IP address acquisition.

Run the dialer pool number command to associate a dialer pool, which corresponds to the dialer pool configured on the Ethernet

interface.

Run the no dialer pool number command to remove the association with the dialer pool.

Run the encapsulation ppp command to configure the encapsulation protocol PPP. PPPoE is established on the basis of PPP.
Run the no encapsulation command to remove the encapsulation protocol configuration.

Run the mtu 7488 command to set the Maximum Transmit Unit (MTU) to 1488.

Run the no mtu command to remove the MTU configuration.

Run the dialer-group dialer-group-number command to associate a dialer triggering rule, which corresponds to the dialer-list.
Run the no dialer-group command to remove the configuration of the dialer triggering rule.

Run the ppp chap hostname username command to configure the user name for CHAP authentication.

Run the no ppp chap hostname command to remove the user name configuration for CHAP authentication.

Run the ppp chap password password command to configure the password for CHAP authentication.

Run the no ppp chap password command to remove the password configuration for CHAP authentication.

Run the ppp pap sent-username username password password command to configure the user name and password for PAH

authentication.

Run the no ppp pap sent-username command to remove the user name and password configuration for PAH authentication.

N  Configuring Mandatory Global Parameters

By default, the following functions are disabled and shall be configured according to actual requirements. If other functional

modules need to be used together, you also need to configure other global parameters.

Run the dialer-list number protocol protocol-name { permit | deny | list access-list-number} command to define a dialer triggering

rule.
Run the no dialer-list number command to delete the configured dialer triggering rule.

Run the ip route 0.0.0.0 0.0.0.0 dialer dialer-number [ permanent ] command to configure a route. If you specify the permanent
option, the route will be always valid, even if the logical interface is within the enable-timeout period, in which case the logical

interface will be down.

Run the no ip route 0.0.0.0 0.0.0.0 dialer dialer-number command to remove the route.
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7.4 Configuration

Configuring Basic Functions of

the PPPoE Client

7.4.1

Networking Requirements

Description and Command
@) Mandatory configuration.

pppoe enable
pppoe-client dial-pool-number number

{ dial-on-demand | no-ddr}
interface dialer dialer-number

ip address { negotiate | ip-addr subnet-mask }
dialer pool number

encapsulation ppp

mtu 7488

dialer-group dialer-group-number

ppp chap hostname username

ppp chap password password

pPpPPp pap sent-username username password
password
dialer-list number protocol protocol-name

{ permit | deny | list access-list-number}

Configuring Basic Functions of the PPPoE Client

6 Fs

Enables the PPPoE client function.

Binds a logical dialer pool and specifies the
dialing mode.

Adds a specific logical interface and enters the
configuration mode of the logical interface.
Configures the IP address acquisition mode.
Associates a dialer pool.

Configures the encapsulation protocol PPP.
Sets the MTU to 1488.

Associates a dialer triggering rule.
Configures the user name for CHAP
authentication.

Configures the password for CHAP
authentication.

Configures the user name and password for

PAP authentication.

Defines a dialer triggering rule.

®  The device initiates PPPoE negotiation, and completes the negotiation process, protocol keepalive, and protocol termination.

® The device obtains Internet access capability after the negotiation is complete, and starts to forward a data flow which is

routed to the dialer interface.

Notes

®  After the kernel module is uninstalled, users can still perform configuration management but negotiation and data flow

forwarding cannot be performed.

Configuration Steps

N  Enabling the PPPoE Client Function

®  The configuration is mandatory.

®  Perform this configuration in Ethernet interface configuration mode.

®  Enable the PPPOE client function.

N Binding a Logical Dialer Pool and Specifying the Dialing Mode
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®  The configuration is mandatory.

Perform this configuration in Ethernet interface configuration mode.

Bind the Ethernet interface to a specific logical dialer pool and specify the dialer mode.

A Adding a Specific Logical Interface and Entering the Configuration Mode of the Logical Interface

® The configuration is mandatory.
®  Perform this configuration in global configuration mode.
® Add a specific logical interface and enter its configuration mode.

N configuring the Way of Acquiring the IP Address of the Logical Interface

® The configuration is mandatory.
®  Perform this configuration in logical interface configuration mode.
®  Configure the way of acquiring the IP address of the logical interface.

N  Associating a Dialer Pool

® The configuration is mandatory.
®  Perform this configuration in logical interface configuration mode.
®  Associate the logical interface with a specific dialer pool.

N configuring the Encapsulation Protocol

The configuration is mandatory.

Perform this configuration in logical interface configuration mode.

®  Configure the encapsulation protocol PPP on the logical interface.

A  configuring the MTU of the Logical Interface

®  The configuration is mandatory.
®  Perform this configuration in logical interface configuration mode.
®  Setthe MTU of the logical interface to 1488.

A  Associating a Dialer Triggering Rule

®  The configuration is mandatory.
®  Perform this configuration in logical interface configuration mode.
®  Associate a dialer triggering rule.

A  configuring the User Name for CHAP Authentication

The configuration is mandatory.

Perform this configuration in logical interface configuration mode.

®  Configure the user name for CHAP authentication.

AN Configuring the Password for CHAP Authentication
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®  The configuration is mandatory.

Perform this configuration in logical interface configuration mode.

Configure the password for CHAP authentication.

N  Configuring the User Name and Password for PAP Authentication

® The configuration is mandatory.
®  Perform this configuration in logical interface configuration mode.
®  Configure the user name and password for PAP authentication.

AY| Defining a Dialer Triggering Rule

The configuration is mandatory.

Perform this configuration in global configuration mode.

® Define a dialer triggering rule.

Verification

®  Check whether the dialer interface has acquired an IP address.

®  Check whether a correct dialer interface route entry has been established on the device.

Related Commands

N  Enabling the PPPoE Client Function

Command Syntax pppoe enable

Parameter N/A

Description

Command Mode Interface configuration mode

Configuration The interface on which the PPPoE client will be enabled must be a WAN Ethernet interface.
Usage

AN Binding a Logical Dialer Pool and Specifying the Dialing Mode

Command Syntax = pppoe-client dial-pool-number number { dial-on-demand | no-ddr }

Parameter number: number of the dialer pool

Description

Command Mode Interface configuration mode

Configuration The PPPoE client function must be enabled on the interface first.
Usage

A Adding a Specific Logical Interface and Entering its Configuration Mode

Command Syntax interface dialer dialer-number
Parameter dialer-number: interface number
Description

Command Mode Global configuration mode
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Configuration N/A
Usage

N  cConfiguring the Way of Acquiring the IP Address of the Logical Interface

Command Syntax | ip address { negotiate | ip-addr subnet-mask}

Parameter ip-addr: manually configured IP address

Description subnet-mask: manually configured subnet mask

Command Mode Interface configuration mode

Configuration If you select negotiate, the IP address of the dialer interface will be acquired through negotiation.

Usage If you manually specify the IP address of the dialer interface, the peer's consent is required during negotiation

for the device to work properly.

N  Associating a Dialer Pool

Command Syntax dialer pool number

Parameter number: number of the dialer pool

Description

Command Mode Interface configuration mode

Configuration An Ethernet interface will be selected from the dialer pool as the dialer interface to perform dialing.
Usage

N  Configuring the Encapsulation Protocol

Command Syntax = encapsulation ppp

Parameter N/A

Description

Command Mode Interface configuration mode
Configuration N/A

Usage

N  cConfiguring the MTU of the Logical Interface

Command Syntax = mtu 7488

Parameter N/A

Description

Command Mode Interface configuration mode

Configuration Because Internet access is implemented through the PPPoE protocol, the L2 header of a packet is longer than
Usage that of a common Ethernet packet.

A  Associating a Dialer Triggering Rule

Command Syntax dialer-group dialer-group-number

Parameter dialer-group-number: number of the dialer triggering rule

Description

Command Mode Interface configuration mode

Configuration If the DDR mode is specified, the device will be triggered to perform dialing only when a packet meeting the

Usage rule is routed to the dialer interface.
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If the no-DDR mode is specified, the configuration will not take effect on the device.

N  configuring the User Name for CHAP Authentication

Command Syntax = ppp chap hostname username

Parameter username: user name
Description

Command Mode Interface configuration mode
Configuration N/A

Usage

AN Configuring the Password for CHAP Authentication

Command Syntax = ppp chap password password

Parameter password: password
Description

Command Mode Interface configuration mode
Configuration N/A

Usage

N  Configuring the User Name and Password for PAP Authentication

Command Syntax = ppp pap sent-username username password password

Parameter username: user name
Description password: password
Command Mode Interface configuration mode
Configuration N/A

Usage

AY| Defining a Dialer Triggering Rule

Command Syntax dialer-list number protocol protocol-name { permit | deny | list access-list-number }
Parameter protocol-name: protocol name

Description access-list-number: ACL number

Command Mode Global configuration mode

Configuration N/A

Usage

Configuration Example

) The following configuration example describes configuration related to the PPPoE client only.

N  Inthe ADSL scenario, enable the PPPoE client function and access the Internet through an ADSL line.

E&Fs
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Scenario

Figure 7-2

Gateway A

Configuration ®  Enable the PPPoE client function on the device, and add the interface Gi0/5 to the dialer pool.
Steps

A# configure terminal

A(config)# interface GigabitEthernet 0/5

A(config-if)# pppoe enable

A(config-if)# pppoe-client dial-pool-number 1 dial-on-demand

A(config-if)# exit

A(config)# interface dialer 1

A(config-if)# ip address negotiate

A(config-if)# mtu 1488

A(config-if)# encapsulation ppp

A(config-if)# ip nat outside

A(config-if)# dialer pool 1

A(config-if)# dialer-group 1

A(config-if)# ppp chap hostname pppoe

A(config-if)# ppp chap password pppoe

A(config-if)# ppp pap sent-username pppoe password pppoe

A(config-if)# exit

A(config)# access-list 1 permit any

A(config)# dialer-list 1 protocol ip permit

A(config)# ip nat inside source list 1 interface dialer 1

A(config)# ip route 0.0.0.0 0.0.0.0 dialer 1

A(config)# end

At#
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Verification Run the show ip interface brief | in dialer 7 command to check whether the dialer interface has acquired an IP

address.

Run the show ip route command to check whether a correct dialer interface route entry has been established.
A# show ip interface brief | in dialer 1
dialer 1 49.1.1.127/32 YES UP

A# show ip route

Codes: C-connected, S - static, R - RIP, B- BGP
O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2

ia - IS-IS inter area, * - candidate default

Gateway of last resort is 0.0.0.0 to network 0.0.0.0

S*  0.0.0.0/0 is directly connected, dialer 1

C 10.10.3.0/24 is directly connected, GigabitEthernet 0/0
C 10.10.3.1/32 is local host.

C 10.202.172.1/32 is directly connected, dialer 1

C 49.1.1.127/32 is local host.

Common Errors

®  The negotiation fails because the user name or password is incorrect.
® Intranet hosts cannot access the Internet because NAT configuration is incorrect.

® Intranet hosts cannot access the Internet because route configuration is incorrect.
7.5 Monitoring

7.5.1 Clearing Various Information

A If you run the clear pppoe tunnel command while the device is operating, packet forwarding will be interrupted due to tunnel

clearance.
| Function _______________ Command
Clears statistics about the DDR dialer clear dialer [ interface-type interface-number ]
interface.
Clears the tunnel. clear pppoe tunnel
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7.5.2 Displaying the Running Status

| Function _______________ Command

Displays information about the DDR show dialer [ interface type number ][ maps ][ pools ]
dialer.
Displays PPPoE status information. show pppoe { ref | session | tunnel }

7.5.3 Displaying Debugging Information

A System resources are occupied when debugging information is output. Therefore, disable the debugging switch immediately

after use.

| Command ___________Function |

debug dialer { pkt | Enables the DDR debugging switch.
mlp|callback|event }

debug ppp [ authentication | error | Enables the PPP negotiation debugging switch.
event | negotiation | packet ]

debug pppoe [ datas | errors | events = Enables the PPPoE negotiation debugging switch.
| packets ]
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IP Address & Application Configuration
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Configuring IP Addresses and Services
Configuring ARP

Configuring ARP Proxy
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1 Configuring IP Addresses and Services
1.1 Overview

Internet Protocol (IP) sends packets to the destination from the source by using logical (or virtual) addresses, namely IP addresses. At

the network layer, routers forward packets based on IP addresses.
Protocols and Standards

® RFC 1918: Address Allocation for Private Internets

® RFC 1166: Internet Numbers

1.2 Applications

Application

Configuring an IP Address for Two networks communicate through one switch interface.

Communication

1.2.1 Configuring an IP Address for Communication

Scenario

A switch is connected to a Local Area Network (LAN), which is divided into two network segments, namely, 172.16.1.0/24 and
172.16.2.0/24. Computers in the two network segments can communicate with the Internet through switches and computers

between the two network segments can communicate with each other.

Figure 1- 1 Configuring IP Addresses

Vlan 1
172.16.1.1/24
172.16,1.0/24 17T2.16.2.1/24

172.16.2.0/24
Deployment

®  Configure two IP addresses on VLAN1. One is a primary IP address and the other is a secondary IP address.

®  On hosts in the network segment 172.16.1.0/24, set the gateway to 172.16.1.1; on hosts in the network segment 172.16.2.0/24,
set the gateway to 172.16.2.1.

1. 3 Features

Basic Concepts

N |P Address
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An IP address consists of 32 bits in binary. To facilitate writing and description, an IP address is generally expressed in decimal. When
expressed in decimal, an IP address is divided into four groups, with eight bits in each group. The value range of each group is from 0

to 255, and groups are separated by a full stop ".". For example, "192.168.1.1" is an IP address expressed in decimal.

IP addresses are used for interconnection at the IP layer. A 32-bit IP address consists of two parts, namely, the network bits and the

host bits. Based on the values of the first several bits in the network part, IP addresses in use can be classified into four classes.

For a class A address, the most significant bit is 0.7 bits indicate a network ID, and 24 bits indicate a local address. There are 128 class

A networks in total.

Figure 1-2

Class A IP address 0 | Network ID Host ID

For a class B address, the first two most significant bits are 10.14 bits indicate a network ID, and 16 bits indicate a local address. There

are 16,348 class B networks in total.

Figure 1-3

Class B IP address 1 0 | Network ID Host ID

For a class C address, the first three most significant bits are 110.21 bits indicate a network ID, and 8 bits indicate a local address.

There are 2,097,152 class C networks in total.
Figure 1-4

8 16 24 32
Class C IP address 1 1 0 | Network ID Host ID

For a class D address, the first four most significant bits are 1110 and other bits indicate a multicast address.
Figure 1-5

8 16 24 32
Class D IP address 1 1 1 0  Multicast address

() The addresses with the first four most significant bits 1111 cannot be assigned. These addresses are called class E addresses

and are reserved.

When IP addresses are planned during network construction, IP addresses must be assigned based on the property of the network to
be built. If the network needs to be connected to the Internet, users should apply for IP addresses to the corresponding agency. In
China, you can apply to China Internet Network Information Center (CNNIC) for IP addresses. Internet Corporation for Assigned
Names and Numbers (ICANN) is the final organization responsible for IP address assignment. If the network to be built is an internal
private network, users do not need to apply for IP addresses. However, IP addresses cannot be assigned at random. It is

recommended to assign dedicated private network addresses.
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The following table lists reserved and available addresses.

Address Range

0.0.0.0 - 0.255.255.255 Reserved

Class A network 1.0.0.0 - 126.255.255.255 Available
127.0.0.0 - 127.255.255.255 Reserved
128.0.0.0 - 191.254.255.255 Available

Class B network
191.255.0.0 - 191.255.255.255 Reserved
192.0.0.0 - 192.0.0.255 Reserved

Class C network 192.0.1.0 - 223.255.254.255 Available
223.255.255.0 - 223.255.255.255 Reserved

Class D network 224.0.0.0 - 239.255.255.255 Multicast address
240.0.0.0 - 255.255.255.254 Reserved

Class E network
255.255.255.255 Broadcast address

Three address ranges are dedicated to private networks. These addresses are not used in the Internet. If the networks to which these
addresses are assigned need to be connected to the Internet, these IP addresses need to be converted into valid Internet addresses.

The following table lists private address ranges. Private network addresses are defined in RFC 1918.

Address Range (Status

Class A network 10.0.0.0 - 10.255.255.255 1 class A network
Class B network 172.16.0.0 - 172.31.255.255 16 class B networks
Class C network 192.168.0.0 - 192.168.255.255 256 class C networks

For assignment of IP addresses, TCP/UDP ports, and other codes, refer to RFC 1166.

N Subnet Mask

A subnet mask is also a 32-bit value. The bits that identify the IP address are the network address. In a subnet mask, the IP address
bits corresponding to the bits whose values are 1s are the network address, and the IP address bits corresponding to the bits whose
values are Os are the host address. For example, for class A networks, the subnet mask is 255.0.0.0. By using network masks, you can
divide a network into several subnets. Subnetting means to use some bits of the host address as the network address, thus

decreasing the host capacity, and increasing the number of networks. In this case, network masks are called subnet masks.

N  Broadcast Packet

Broadcast packets refer to the packets destined for all hosts on a physical network. FS products support two types of broadcast
packets: (1) directed broadcast, which indicates that all hosts on the specified network are packet receivers and the host bits of a
destination address are all 1s; (2) limited broadcast, which indicates that all hosts on all networks are packet receivers and the 32 bits

of a destination address are all 1s.

N |CMP Packet

Internet Control Message Protocol (ICMP) is a sub-protocol in the TCP/IP suite for transmitting control messages between IP hosts

and network devices. It is mainly used to notify corresponding devices when the network performance becomes abnormal.

N TTL

Time To Live (TTL) refers to the number of network segments where packets are allowed to pass before the packets are discarded.
The TTL is a value in an IP packet. It informs the network whether packets should be discarded as the packets stay on the network for

along time.
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Features

| Feature ~ Description
IP Address The IP protocol can run on an interface only after the interface is configured with an IP address.
Broadcast Packet = Broadcast addresses are configured and broadcast packets are forwarded and processed.
Processing
Sending ICMP Packets ICMP packets are sent and received.

Limiting Transmission  This function prevents Denial of Service (DoS) attacks.

Rate of ICMP Error

Packets

IP MTU Maximum Transmission Unit (MTU) of IP packets on an interface is configured.
IPTTL The TTL of unicast packets and broadcast packets is configured.

IP Source Route Source routes are checked.

1.3.1 IP Address

IP addresses are obtained on an interface in the following ways:
10. Manually configuring IP addresses

11.  Obtaining IP addresses through DHCP

12.  Obtaining IP addresses through PPP negotiation

13.  Borrowing IP addresses of other interfaces

These approaches are mutually exclusive. If you configure a new approach to obtain an IP address , the old IP address will be

overwritten.

“ For details on how to obtain IP addresses through DHCP, see the “DHCP” chapter. The following describes the other three

approaches for obtaining IP addresses.

N  Configuring the IP Address for an Interface

A device can receive and send IP packets only after the device is configured with an IP address. Only the interface configured with an

IP address can run the IP protocol.

N  Configuring Multiple IP Addresses for an Interface

FS products support multiple IP address configuration on one interface, of which one is a primary IP address and the others are
secondary IP addresses or slave addresses. Theoretically, the number of secondary IP addresses is not limited. However, secondary IP
addresses must belong to different networks and secondary IP addresses must be in different networks from primary IP addresses. In

network construction, secondary IP addresses are often used in the following circumstances:

® A network does not have enough host addresses. For example, a LAN now needs one class C network to allocate 254 addresses.
However, when the number of hosts exceeds 254, one class C network is not enough and another class C network is needed. In

this case, two networks need to be connected. Therefore, more IP addresses are needed.

®  Many old networks are based on L2 bridged networks without subnetting. You can use secondary IP addresses to upgrade the

network to a routing network based on IP layer. For each subnet, one device is configured with one IP address.
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®  When two subnets of one network are isolated by another network, you can connect the isolated subnets by creating a subnet
of the isolated network and configuring a secondary address. One subnet cannot be configured on two or more interfaces of a

device.

i Before configuring secondary IP addresses, make sure that primary IP addresses are configured. If one device in a network is

configured with a secondary IP address, other devices must be configured with secondary IP addresses in the same network. If

other devices are not configured with IP addresses, the secondary addresses can be set to primary IP addresses.

A  Obtaining an IP Addresses through PPP Negotiation

) This command is supported on point-to-point interfaces only.
Through this configuration, a point-to-point interface accepts the IP address assigned by the peer end through PPP negotiation.
N  Borrowing an IP Addresses from Another Interface

One interface may not be configured with an IP address. To enable the interface, it must borrow an IP address  from another

interface.

) [P addresses of Ethernet interfaces, tunnel interfaces, and loopback interfaces can be borrowed. However, these interfaces

cannot borrow IP addresses from other interfaces.
The IP addresses of borrowed interfaces cannot be borrowed from other interfaces.
If a borrowed interface has multiple IP addresses, only the primary IP address can be borrowed.

The IP address of one interface can be lent to multiple interfaces.

eeeC

) [P addresses of borrowing interfaces are always consistent with and vary with IP addresses of borrowed interfaces.

Related Configuration

N  Configuring an Interface with One or More IP Addresses

® By default, an interface is not configured with an IP address.

® Theip address command is used to configure an IP address for an interface.

®  Afteran IP address is configured, the IP address can be used for communication when it passes conflict detection.
® Theip address ip-address mask secondary command can be used to configure multiple secondary IP addresses.
A  Obtaining an IP Address through PPP Negotiation

® By default, the interface cannot obtain an IP address through PPP negotiation.

® Theip address negotiate command is used to configure IP address negotiation on a point-to-point interface.

N Borrowing an IP Address from Other Interfaces

® By default, an interface is not configured with an IP address.

® Theip unnumbered command can be used to borrow IP addresses from other interfaces.

1.3.2 Broadcast Packet Processing

Working Principle
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Broadcast is divided into two types. One is limited broadcast, and the IP address is 255.255.255.255. Because the broadcast is
prohibited by routers, the broadcast is called local network broadcast. The other is directed broadcast. All host bits are 1s, for

example, 192.168.1.255/24. The broadcast packets with these IP addresses can be forwarded.

If IP network devices forward limited broadcast packets (destination IP address is 255.255.255.255), the network may be overloaded,
which severely affects network performance. This circumstance is called broadcast storm. Devices provide some approaches to
confine broadcast storms within the local network and prevent continuous spread of broadcast storms. L2 network devices such as

bridges and switches forward and spread broadcast storms.

The best way to avoid broadcast storm is to assign a broadcast address to each network, which is directed broadcast. This requires

the IP protocol to use directed broadcast rather than limited broadcast to spread data.
For details about broadcast storms, see RFC 919 and RFC 922.

Directed broadcast packets refer to the broadcast packets destined for a subnet. For example, packets whose destination address is
172.16.16.255 are called directed broadcast packets. However, the node that generates the packets is not a member of the

destination subnet.

After receiving directed broadcast packets, the devices not directly connected to the destination subnet forward the packets. After
directed broadcast packets reach the devices directly connected to the subnet, the devices convert directed broadcast packets to
limited broadcast packets (destination IP address is 255.255.255.255) and broadcast the packets to all hosts on the destination

subnet at the link layer.
Related Configuration

N  configuring an IP Broadcast Address

® By default, the IP broadcast address of an interface is 255.255.255.255.

® To define broadcast packets of other addresses, run the ip broadcast-address command on the interface.
N  Forwarding Directed Broadcast Packets

® By default, directed broadcast packets cannot be forwarded.

®  On the specified interface, you can run the ip directed-broadcast command to enable directed broadcast packets forwarding.
In this way, the interface can forward directed broadcast packets to networks that are directly connected. Broadcast packets

can be transmitted within the destination subnet without affecting forwarding of other directed broadcast packets.

® On an interface, you can define an Access Control List (ACL) to transmit certain directed broadcast packets. After an ACL is
defined, only directed broadcast packets that match the ACL are forwarded.

1.3.3 Sending ICMP Packets

Working Principle

N |CMP Protocol Unreachable Message

A device receives non-broadcast packets destined for itself, and he packets contain the IP protocol that cannot be processed by the
device. The device sends an ICMP protocol unreachable message to the source host. Besides, if the device does not know a route to

forward packets, it also sends an ICMP host unreachable message.

N |CMP Redirection Message
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Sometimes, a route may be less than optimal, which makes a device send packets from the interface that receives packets. If a device
sends packets from an interface on which it receives the packets, the device sends an ICMP redirection message to the source,
informing the source that the gateway is another device on the same subnet. In this way, the source sends subsequent packets

according to the optimal path.

N |CMP Mask Response Message

Sometimes, a network device sends an ICMP mask request message to obtain the mask of a subnet. The network device that receives

the ICMP mask request message sends a mask response message.
Related Configuration

N Enabling ICMP Protocol Unreachable Message

® By default, the ICMP Protocol unreachable message function is enabled on an interface.

®  You can run the [no] ip unreachables command to disable or enable the function.
N  Enabling ICMP Redirection Message

® By default, the ICMP redirection message function is enabled on an interface.

®  You can run the [no] ip redirects command to disable or enable the function.
AN Enabling ICMP Mask Response Message

® By default, the ICMP mask response message function is enabled on an interface.

®  You can run the [no] ip mask-reply command to disable or enable the function.

N  Enabling Notifications of Expired TTL

® By default, notifications of expired TTL are enabled.

®  You can run the [no] ip ttl-expires enable command to enable or disable the function.
AN Enabling Returning of Timestamp Reply

® By default, a Timestamp Reply is not sent.

®  You can run the [no] ip icmp timestamp command to enable or disable the function.

1.3.4 Limiting Transmission Rate of ICMP Error Packets
Working Principle

This function limits the transmission rate of ICMP error packets to prevent DoS attacks by using the token bucket algorithm.

If an IP packet needs to be fragmented but the Don’t Fragment (DF) bit in the header is set to 1, the device sends an ICMP destination
unreachable packet (code 4) to the source host. This ICMP error packet is used to discover the path MTU. When there are too many
other ICMP error packets, the ICMP destination unreachable packet (code 4) may not be sent. As a result, the path MTU discovery
function fails. To avoid this problem, you should limit the transmission rate of ICMP destination unreachable packets and other ICMP

error packets respectively.
Related Configuration

N  Configuring the Transmission Rate of ICMP Destination Unreachable Packets Triggered by DF Bit in the IP Header
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®  The default transmission rate is 10 packets every 100 milliseconds.

® Theip icmp error-interval DF command can be used to configure the transmission rate.
N  cConfiguring the Transmission Rate of Other ICMP Error Packets

®  The default transmission rate is 10 packets every 100 milliseconds.

® Theip icmp error-interval command can be used to configure the transmission rate.

1.3.5 IP MTU
Working Principle

If an IP packet exceeds the IP MTU size, the FSOS software splits the packet. For all devices in the same physical network segment, the
IP MTU of interconnected interfaces must be the same. You can adjust the link MTU of interfaces on FS products. After the link MTU
of interfaces is changed, the IP MTU of interfaces will be changed. The IP MTU of interfaces automatically keeps consistent with the

link MTU of interfaces. However, if the IP MTU of interfaces is adjusted, the link MTU of interfaces will not be changed.

Related Configuration

N setting the IP MTU

® By default, the IP MTU of an interface is 1500.

®  Theip mtu command can be used to set the IP packet MTU.

1.3.6 IPTTL
Working Principle

An IP packet is transmitted from the source address to the destination address through routers. After a TTL value is set, the TTL value
decreases by 1 every time when the IP packet passes a router. When the TTL value drops to zero, the router discards the packet. This

prevents infinite transmission of useless packets and waste of bandwidth.

Related Configuration

N setting the IPTTL

® By default, the IP TTL of an interface is 64.

® Theip ttl command can be used to set the IP TTL of an interface.

1.3.7 IP Source Route
Working Principle

FS products support IP source routes. When a device receives an IP packet, it checks the options such as source route, loose source
route, and record route in the IP packet header. These options are detailed in RFC 791. If the device detects that the packet enables
one option, it responds; if the device detects an invalid option, it sends an ICMP parameter error message to the source and then

discards the packet.

After the IP source route is enabled, the source route option is added to an IP packet to test the throughput of a specific network or
help the packet bypasses the failed network. However, this may cause network attacks such as source address spoofing and IP

spoofing.
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Related Configuration

N configuring an IP Source Route

® By default, the IP source route function is enabled.

® Theip source-route command can be used to enable or disable the function.

1.3.8 IP Address Pool
Working Principle

A point-to-point interface can assign an IP address to the peer end through PPP negotiation. During PPP negotiation, the server
checks authentication information of the client. If the client passes the authentication, the server assigns an IP address to the client
(if the client is configured with an IP address and the IP address meets requirements of the server, the server approves the IP address

of the client). The IP address of the peer end can be directly specified or assigned from the address pool.

Related Configuration

N Enabling the Address Pool Function

® By default, the address pool function is enabled.

® Theip address-pool local command can be used to enable or disable the function.
AY| Creating an Address Pool

® By default, no IP address pool is configured.

® Theip local pool command can be used to create or delete an address pool.

A  Assigning an IP Address to the Peer End through PPP Negotiation

® By default, an interface does not assign an IP address to the peer end.

®  The peer default ip address command can be used to assign an IP address to the peer end.

1.4 Configuration

Description and Command

A (Mandatory) It is used to configure an IP address and allow the IP protocol to run on an interface.

: Manually configures the IP address of an
Configuring the IP Addresses of IP address .
interface.

an Interface Obtains the IP address of an interface through
ip address negotiate
PPP negotiation.

ip unnumbered Borrows an IP address from another interface.

. A (Optional) It is used to set an IP broadcast address and enable directed broadcast forwarding.
Configuring Broadcast

Forwarding ip broadcast-address Configures an IP broadcast address.

ip directed-broadcast Enables directed broadcast forwarding.

o . A\‘\ (Optional) It is used to enable ICMP packet forwarding.
Configuring ICMP Forwarding

ip unreachables Enables ICMP unreachable messages and host
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Configuring the Transmission

Rate of ICMP Error Packets

Setting the IP MTU

Setting the IP TTL

Configuring an IP Source Route

Description and Command
unreachable messages.

ip redirects Enables ICMP redirection messages.

ip mask-reply Enables ICMP mask response messages.
ip ttl-expires enable Enables notifications of expired TTL.

ip icmp timestamp Enables returning of Timestap Reply.

A Optional.

Configures the transmission rate of ICMP
ip icmp error-interval DF destination unreachable packets triggered by
the DF bit in the IP header.

Configures the transmission rate of ICMP error
ip icmp error-interval
packets and ICMP redirection packets.

A (Optional) It is used to configure the IP MTU on an interface.
ip mtu Sets the MTU value.
A (Optional) It is used to configure the TTL of unicast packets and broadcast packets.

ip ttl Sets the TTL value.

A (Optional) It is used to check the source routes.

ip source-route Enables the IP source route function.

1.4.1 Configuring the IP Addresses of an Interface

Configuration Effect

Configure the IP address of an interface for communication.

Notes

® N/A

Configuration Steps

N  configuring the IP Address of an Interface

® Mandatory

®  Perform the configuration in L3 interface configuration mode.

N  Obtaining the IP Address of an Interface through PPP Negotiation

If a point-to-point interface is not configured with an IP address, obtain an IP address through PPP negotiation.

Perform the configuration in L3 interface configuration mode.

N  Borrowing an IP Address from Another Interface

Optional

If a point-to-point interface is not configured with an IP address, borrow an IP address from another interface.

®  Perform the configuration in L3 interface configuration mode.
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Verification

Run the show ip interface command to check whether the configuration takes effect.

Related Commands

N Manually Configuring the IP Address of an Interface

Command
Parameter

Description

Command
Mode

Usage Guide

ip address ip-address network-mask [ secondary ]

ip-address: 32-bit IP address, with 8 bits for each group. The IP address is expressed in decimal and groups are
separated by a full stop (.).

network-mask: 32-bit network mask. Value 1 indicates the mask bit and 0 indicates the host bit. Every 8 bits form one
group. The network mask is expressed in decimal and groups are separated by a full stop (.).

secondary: Secondary IP address.

Interface configuration mode

N/A

A  Obtaining an IP Address of an Interface through PPP Negotiation

Command
Parameter
Description
Command
Mode

Usage Guide

ip address negotiate

N/A

Interface configuration mode

Only point-to-point interfaces support obtaining IP addresses through PPP negotiation. After the ip address

negotiate command is run on an interface, run the peer default ip address command at the peer end.

N  Borrowing an IP Addresses from Another Interface

Command
Parameter
Description
Command
Mode

Usage Guide

ip unnumbered interface-type interface-number
interface-type: Interface type.
interface-number: Interface ID.

Interface configuration mode

An unnumbered interface indicates that the interface is enabled with the IP protocol without an IP address assigned.
An unnumbered interface needs to be associated with an interface configured with an IP address. For an IP packet
generated on an unnumbered interface, the source IP address of the packet is the IP address of the associated
interface. In addition, the routing protocol process decides whether to send a route update packet to the
unnumbered interface according to its associated IP address. If you want to use an unnumbered interface, pay

attention to the following limitations:
An Ethernet interface cannot be set to an unnumbered interface.

When a serial interface encapsulates SLIP, HDLC, PPP, LAPB, and Frame-Relay, the serial interface can be set to an

unnumbered interface. During Frame

-Relay encapsulation, however, only a point-to-point interface can be configured as an unnumbered interface. AnX.25

interface cannot be configured as an unnumbered interface.
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The ping command cannot be used to check whether an unnumbered interface is working properly because an
unnumbered interface is not configured with an IP address. However, you can monitor the status of an unnumbered

interface remotely through SNMP.

A device cannot be cold started through an unnumbered interface.
Configuration Example

N  Configuring an IP Address for an Interface

Configuration Configure IP address 192.168.23.110 255.255.255.0 on interface GigabitEthernet 0/0.

Steps

FS#configure terminal

FS(config)#interface gigabitEthernet 0/0

FS(config-if-GigabitEthernet 0/0)# no switchport

FS(config-if-GigabitEthernet 0/0)#ip address 192.168.23.110 255.255.255.0
Verification Run the show ip interface command to check whether the configuration takes effect.

FS# show ip interface gigabitEthernet 0/0
GigabitEthernet 0/0

IP interface state is: UP

IP interface type is: BROADCAST

IP interface MTU is: 1500

IP address is:

192.168.23.110/24 (primary)

A  Obtaining the IP Address of an Interface through PPP Negotiation

Configuration Obtain the IP address of an interface through PPP negotiation.

Steps
FS(config)#int virtual-ppp 1
FS(config-if-Virtual-ppp 1)#ip address negotiate
Verification Run the show run command on the AC to display the configuration.

FS#show run interface virtual-ppp 1

Building configuration...

Current configuration: 48 bytes

interface Virtual-ppp 1

ip address negotiate
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1.4.2 Configuring Broadcast Forwarding

Configuration Effect

Set the broadcast address of an interface to 0.0.0.0 and enable directed broadcast forwarding.
Notes

N/A

Configuration Steps

N configuring an IP Broadcast Address

® (Optional) Some old hosts may identify broadcast address 0.0.0.0 only. In this case, set the broadcast address of the target
interface to 0.0.0.0.

®  Perform the configuration in L3 interface configuration mode.
N  Enabling Directed Broadcast Forwarding

® (Optional) If you want to enable a host to send broadcast packets to all hosts in a domain that it is not in, enable directed

broadcast forwarding.

®  Perform the configuration in L3 interface configuration mode.
Verification
Run the show running-config interface command to check whether the configuration takes effect.

Related Commands

N configuring an IP Broadcast Address

Command ip broadcast-address ip-address

Parameter ip-address: Broadcast address of an IP network.
Description

Command Interface configuration mode

Mode

Usage Guide Generally, the destination address of IP broadcast packets is all 1s, which is expressed as 255.255.255.255. The FSOS

software can generate broadcast packets of other IP addresses through definition and receive self-defined broadcast

packets and the broadcast packets with address 255.255.255.255.

N  Allowing Forwarding of Directed Broadcast Packets

Command ip directed-broadcast [ access-list-number ]

Parameter access-list-number: Access list number, ranging from 1 to 199 and from1300 to 2699. After an ACL is defined, only
Description directed broadcast packets that match the ACL are forwarded.

Command Interface configuration mode

Mode

Usage Guide If the no ip directed-broadcast command is run on an interface, the FSOS software will discard directed broadcast

packets received from the network that is directly connected.

Configuration Example
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Configuration On interface gigabitEthernet 0/1, set the destination address of IP broadcast packets to 0.0.0.0 and enable directed

Steps broadcast forwarding.
FS#configure terminal
FS(config)#interface gigabitEthernet 0/1
FS(config-if-GigabitEthernet 0/1)# no switchport
FS(config-if-GigabitEthernet 0/1)#ip broadcast-address 0.0.0.0
FS(config-if-GigabitEthernet 0/1)#ip directed-broadcast
Verification Run the show ip interface command to check whether the configuration takes effect.
FS#show running-config interface gigabitEthernet 0/1
ip directed-broadcast

ip broadcast-address 0.0.0.0

1.4.3 Configuring ICMP Forwarding

Configuration Effect

Enable ICMP unreachable messages, ICMP redirection messages, and mask response messages on an interface.
Notes

N/A

Configuration Steps

N Enabling ICMP Unreachable Messages

® By default, ICMP unreachable messages are enabled.

Optional)The no ip unreachables command can be used to disable ICMP unreachable messages.

®  Perform the configuration in L3 interface configuration mode.

N  Enabling ICMP Redirection Messages

® By default, ICMP redirection messages are enabled.
® Optional)The no ip redirects command can be used to disable ICMP redirection messages.
®  Perform the configuration in L3 interface configuration mode.

N  Enabling ICMP Mask Response Messages

® By default, ICMP mask response messages are enabled.
® Optional)The no ip mask-reply command can be used to disable ICMP mask response messages.
®  Perform the configuration in L3 interface configuration mode.

N  Enabling Notifications of Expired TTL

® By default, notifications of expired TTL are enabled.
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® (Optional)The [nolip ttl-expires enable command can be used to enable or disable the function.

®  Perform the configuration in global configuration mode.
N  Enabling Returning of Timestamp Reply

® By default, returning of Timestamp Reply is enabled.
® (Optional)The [no] ip icmp timestamp command can be used to enable or disable the function.

®  Perform the configuration in global configuration mode.
Verification

Run the show ip interface command to check whether the configuration takes effect.

Run the show running-config command to check whether returning of Timestamp Reply is enabled.

Related Commands

N Enabling ICMP Unreachable Messages

Command ip unreachables

Parameter N/A

Description

Command Interface configuration mode
Mode

Usage Guide N/A

N  Enabling ICMP Redirection Messages

Command ip redirects

Parameter N/A

Description

Command Interface configuration mode
Mode

Usage Guide N/A

AN Enabling ICMP Mask Response Messages

Command ip mask-reply

Parameter N/A

Description

Command Interface configuration mode
Mode

Usage Guide N/A
AY| Disabling Notifications of Expired TTL

Command no ip ttl-expires enable

Parameter N/A

Description
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Command Global configuration mode

Mode

Usage Guide N/A

A Dpisabling Returning of Timestamp Reply

Command no ip icmp timestamp
Parameter N/A

Description

Command Global configuration mode
Mode

Usage Guide N/A

Configuration Example
Configuration Enable ICMP unreachable messages, ICMP redirection messages, and mask response messages on interface
Steps gigabitEthernet 0/1.

FS#configure terminal

FS(config)# no ip ttl-expires enable

FS(config)# no ip icmp timestamp
FS(config)#interface gigabitEthernet 0/1
FS(config-if-GigabitEthernet 0/1)# no switchport
FS(config-if-GigabitEthernet 0/1)# ip unreachables
FS(config-if-GigabitEthernet 0/1)# ip redirects
FS(config-if-GigabitEthernet 0/1)# ip mask-reply
Verification Run the show ip interface command to check whether the configuration takes effect.
FS#show running-config | include ip ttl-expires enable
no ip ttl-expires enable
FS#show running-config | include ip icmp timestamp

no ip icmp timestamp

FS#show ip interface gigabitEthernet 0/1
GigabitEthernet 0/1

ICMP mask reply is: ON

Send ICMP redirect is: ON

Send ICMP unreachabled is: ON
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1.4.4 Configuring the Transmission Rate of ICMP Error Packets

Configuration Effect

Configure the transmission rate of ICMP error packets.

Notes

N/A

Configuration Steps

N configuring the Transmission Rate of ICMP Destination Unreachable Packets Triggered by the DF Bit in the IP Header

® Optional

®  Perform the configuration in global configuration mode.

N  cConfiguring the Transmission Rate of Other ICMP Error Packets

® Optional

®  Perform the configuration in global configuration mode.

Verification

Run the show running-config command to check whether the configuration takes effect.

Related Commands

N configuring the Transmission Rate of ICMP Destination Unreachable Packets Triggered by the DF Bit in the IP Header

Command
Parameter

Description

Command
Mode

Usage Guide

ip icmp error-interval DF milliseconds [bucket-size]

milliseconds: Refresh cycle of a token bucket. The value range is from 0 to 2,147,483,647 and the default value is 100
milliseconds. When the value is 0, the transmission rate of ICMP error packets is not limited.

bucket-size: Number of tokens contained in a token bucket. The value range is from 1 to 200 and the default value is
10.

Global configuration mode.

This function limits the transmission rate of ICMP error packets to prevent DoS attacks by using the token bucket
algorithm.

If an IP packet needs to be fragmented but the DF bit in the header is set to 1, the device sends an ICMP destination
unreachable packet (code 4) to the source host. This ICMP error packet is used to discover the path MTU. When there
are too many other ICMP error packets, the ICMP destination unreachable packet (code 4) may not be sent. As a result,
the path MTU discovery function fails. To avoid this problem, you should limit the transmission rate of ICMP
destination unreachable packets and other ICMP error packets respectively.

It is recommended to set the refresh cycle to integral multiples of 10 milliseconds. If the refresh cycle is set to a value
greater than 0 and smaller than 10 milliseconds, the refresh cycle that actually takes effect is 10 milliseconds. For
example, if the refresh rate is set to 1 per 5 milliseconds, the refresh rate that actually takes effect is 2 per 10
milliseconds. If the refresh cycle is not integral multiples of 10 milliseconds, the refresh cycle that actually takes effect
is automatically converted to integral multiples of 10 milliseconds. For example, if the refresh rate is set to 3 per 15

milliseconds, the refresh rate that actually takes effect is 2 per 10milliseconds.
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N  cConfiguring the Transmission Rate of Other ICMP Error Packets

Command
Parameter

Description

Command
Mode

Usage Guide

ip icmp error-interval milliseconds [bucket-size]

milliseconds: Refresh cycle of a token bucket. The value range is Oto 2,147,483,647, and the default value is 100 (ms).
When the value is 0, the transmission rate of ICMP error packets is not limited.

bucket-size: Number of tokens contained in a token bucket. The value range is 1to 200 and the default value is 10.

Global configuration mode.

This function limits the transmission rate of ICMP error packets to prevent DoS attacks by using the token bucket
algorithm.

It is recommended to set the refresh cycle to integral multiples of 10 milliseconds. If the refresh cycle is set to a value
greater than 0 and smaller than 10 milliseconds, the refresh cycle that actually takes effect is 10 milliseconds. For
example, if the refresh rate is set to 1 per 5 milliseconds, the refresh rate that actually takes effect is 2 per 10
milliseconds. If the refresh cycle is not integral multiples of 10 milliseconds, the refresh cycle that actually takes effect
is automatically converted to integral multiples of 10 milliseconds. For example, if the refresh rate is set to 3 per 15

milliseconds, the refresh rate that actually takes effect is 2 per 10 milliseconds.

Configuration Example

Configuration

Steps

Verification

Set the transmission rate of ICMP destination unreachable packets triggered the DF bit in IP header to 100 packets per

second and the transmission rate of other ICMP error packets to 10 packets per second.
FS(config)# ip icmp error-interval DF 1000 100

FS(config)# ip icmp error-interval 1000 10

Run the show running-config command to check whether the configuration takes effect.
FS#show running-config | include ip icmp error-interval

ip icmp error-interval 1000 10

ip icmp error-interval DF 1000 100

1.4.5 Setting the IP MTU

Configuration Effect

Adjust the IP packet MTU.

Notes

N/A

Configuration Steps

®  (Optional) When the IP MTU of interconnected interfaces is different on devices in the same physical network segment, set the

IP MTU to the same value.

®  Perform the configuration in L3 interface configuration mode.

Verification

Run the show ip interface command to check whether the configuration takes effect.
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Related Commands

N setting the IP MTU

Command ip mtu bytes

Parameter bytes: IP packet MTU. The value range is from 68 to 1,500 bytes.
Description

Command Interface configuration mode

Mode

Usage Guide N/A
Configuration Example

Configuration Set the IP MTU of interface gigabitEthernet 0/1 to 512 bytes.

Steps
FS#configure terminal
FS(config)#interface gigabitEthernet 0/1
FS(config-if-GigabitEthernet 0/1)# no switchport
FS(config-if-GigabitEthernet 0/1)#ip mtu 512
Verification Run the show ip interface command to check whether the configuration takes effect.

FS# show ip interface gigabitEthernet 0/1

IP interface MTU is: 512

1.4.6 Setting the IP TTL

Configuration Effect

Modify the IP TTL value of an interface.

Notes

N/A

Configuration Steps

® Optional

®  Perform the configuration in L3 interface configuration mode.
Verification

Run the show run-config command to check whether the configuration takes effect.
Related Commands

A setting the IP TTL

Command ip ttl value

Parameter value: TTL value. The value range is from 0 to 255.

6&Fs
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Description

Command Global configuration mode.
Mode

Usage Guide N/A

Configuration Example

Configuration ®  Setthe TTL of unicast packets to 100.

Steps
FS#configure terminal
FS(config)#ip ttl 100
Verification Run the show run-config command to check whether the configuration takes effect.
FS#show running-config
ip ttl 100
1.4.7 Configuring an IP Source Route

Configuration Effect

Enable or disable the IP source route function.
Notes

N/A

Configuration Steps

® By default, the IP source route function is enabled.

® Optional) The no ip source-route command can be used to disable the IP source route function.
Verification
Run the show run-config command to check whether the configuration takes effect.

Related Commands

A Configuring an IP Source Route

Command ip source-route
Parameter N/A

Description

Command Global configuration mode.
Mode

Usage Guide N/A
Configuration Example

Configuration ® Disable the IP source route function.

Steps
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FS#configure terminal
FS(config)#no ip source-route

Verification Run the show run-config command to check whether the configuration takes effect.
FS#show running-config

no ip source-route

1.4.8 Configuring an IP Address Pool

Configuration Effect

Assign an IP address to a client through PPP negotiation.
Notes

N/A

Configuration Steps

N  Enabling the IP Address Pool Function

® Optional

®  Perform the configuration in global configuration mode.
A creating an IP Address Pool

® Optional

® An IP address pool can be created only after the IP address pool function is enabled. After the IP address pool function is

disabled, the created address pool is automatically deleted.
®  Perform the configuration in global configuration mode.
A  Assigning an IP Address to the Peer End through PPP Negotiation
® Optional
®  Perform the configuration in L3 interface configuration mode.
Verification
Run the show run-config command to check whether the configuration takes effect.

Related Commands

N  Enabling the IP Address Pool Function

Command ip address-pool local
Parameter N/A

Description

Command Global configuration mode
Mode

Usage Guide By default, the IP address pool function is enabled. You can configure an IP address pool to assign an IP address to the
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peer end through PPP negotiation. To disable the IP address pool function, run the no ip address-pool local

command. All IP address pools configured previously will be deleted.

A creating an IP Address Pool

Command ip local pool pool-namelow-ip-address[high-ip-address]
Parameter pool-name: Name of a local IP address pool. default indicates the default address pool name.
Description low-ip-address: Smallest IP address in an IP address pool.

high-ip-address: Optional)Largest IP address in an IP address pool. If the largest IP address is not specified, the IP

address pool contains only one IP address, that is, low-ip-address.

Command Global configuration mode

Mode

Usage Guide The command is used to create one or more IP address pools to assign IP addresses to peer ends through PPP
negotiation.

A  Assigning an IP Address to the Peer End through PPP Negotiation

Command peer default ip address {ip-address | pool [pool-name] }
Parameter ip-address: |P address assigned to the peer end.
Description pool-name: (Optional) Specifies the address pool that assigns IP addresses. If this parameter is not set, IP addresses are

assigned from the default address pool.

Command Interface configuration mode
Mode
Usage Guide If the peer end is not configured with an IP address while the local device is configured with an IP address, you can

enable the local device to assign an IP address to the peer end. Run the ip address negotiate command on the peer
end and the peer default ip address command on the local device so that the peer end can accept the IP address
assigned through PPP negotiation.

The peer default ip address command can be configured on only PPP or SLIP interfaces.

The peer default ip address pool command is used to assign an IP address to the peer end from an IP address pool.
The IP address pool is configured through the ip local pool command.

The peer default ip address ip-address command is used to specify an IP address for the peer end. The command

cannot be run on virtual template interfaces or asynchronous interfaces.
Configuration Example

Configuration ®  Assign an IP address from address pool “quark” to the peer end on interface “dialer1”.
Steps

FS#configure terminal

FS(config)# ip address-pool local

FS(config)# ip local pool quark 172.16.23.2 172.16.23.255

FS(config)# interface dialer 1

FS(config-if-dialer 1)#peer default ip address pool quark

Verification Run the show run-config command to check whether the configuration takes effect.
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FS#show running-config

ip local pool quark 172.16.23.2 172.16.23.255
!

interface dialer 1

peer default ip address pool quark

1.5 Monitoring

Displaying

Displays the IP address of an interface. show ip interface [interface-typeinterface-number | brief]
Displays IP packet statistics. show ip packet statistics [total | interface-name]
Displays the statistics of IP packet queues. show ip packet queue

Displays address pool statistics. show ip pool [pool-name]
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2 Configuring ARP
2.1 Overview

In a local area network (LAN), each IP network device has two addresses: 1) local address. Since the local address is contained in the
header of the data link layer (DLL) frame, it is a DLL address. However, it is processed by the MAC sublayer at the DLL and thereby is
usually called the MAC address. MAC addresses represent IP network devices on LANs. 2) network address. Network addresses on the

Internet represent IP network devices and also indicate the networks where the devices reside.

In a LAN, two IP devices can communicate with each other only after they learn the 48-bit MAC address of each other. The process of
obtaining the MAC address based on the IP address is called address resolution. There are two types of address resolution protocols:

1) Address Resolution Protocol (ARP); 2) Proxy ARP. ARP and Proxy ARP are described respectively in RFC 826 and RFC 1027.

ARP is used to bind the MAC address with the IP address. When you enter an IP address, you can learn the corresponding MAC
address through ARP. Once the MAC address is obtained, the IP-MAC mapping will be saved to the ARP cache of the network device.
With the MAC address, the IP device can encapsulate DLL frames and send them to the LAN. By default, IP and ARP packets on the

Ethernet are encapsulated in Ethernet Il frames.
Protocols and Standards
®  RFC 826: An Ethernet Address Resolution Protocol

®  RFC 1027: Using ARP to implement transparent subnet gateways

2.2 Applications

Application

LAN-based ARP A user learns the MAC addresses of other users in the same network segment through ARP.
Proxy ARP-based Transparent With Proxy ARP, a user can directly communicate with users in another network without
Transmission knowing that it exists.

2.2.1 LAN-based ARP

Scenario

ARP is required in all IPv4 LANs.

®  Auser needs to learn the MAC addresses of other users through ARP to communicate with them.

Figure 2-1

C:192.168.23.3/24 Dn192.168.23.4/24 E:192.168.23.5/24
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Remarks Ais a router.
B is a switch. It acts as the gateway.

C, D, and E are hosts.
Deployment

® Enable ARP in a LAN to implement IP-MAC mapping.
2.2.2 Proxy ARP-based Transparent Transmission

Scenario

Transparent transmission across IPv4 LANSs is performed.

®  Enable Proxy ARP on the router to achieve direct communication between users in different network segments.

Figure 2-2

GE 0¥0;10.0.1.2/24 GE 0/0:10.0.2.2124

B:10.0.1.1/24 C:10.0.2.1/24

Remarks A'is a router connecting two LANSs.

B and C are hosts in different subnets. No default gateway is configured for them.
Deployment

®  Enable Proxy ARP on the subnet gateway. After configuration, the gateway can act as a proxy to enable a host without any

route information to obtain MAC addresses of IP users in other subnets.

2.3 Features

Overview
| Feature _____ Description ... |
Static ARP Users can manually specify IP-MAC mapping to prevent the device from learning incorrect ARP entries.
ARP Attributes Users can specify the ARP entry timeout, ARP request retransmission times and interval, and maximum
number of unresolved ARP entries.
Gratuitous ARP Gratuitous ARP is used to detect IP address conflicts and enable peripheral devices to update ARP entries.
Proxy ARP A proxy replies to the ARP requests from other devices in different subnets.
ARP Trustworthiness  Neighbor Unreachable Detection (NUD) is used to ensure that correct ARP entries are learned.
Detection

Disabling Dynamic ARP  After dynamic ARP learning is disabled on an interface, the interface does not learn dynamic ARP entries.

Entry Learning
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2.3.1 Static ARP

Static ARP entries can be configured manually or assigned by the authentication server. The manually configured ones prevail. Static
ARP can prevent the device from learning incorrect ARP entries.

Working Principle

If static ARP entries are configured, the device does not actively update ARP entries and these ARP entries permanently exist.

When the device forwards Layer-3 packets, the static MAC address is encapsulated in the Ethernet header as the destination MAC

address.

Related Configuration

N  Enabling Static ARP
Run the arp ip-address mac-address type command in global configuration mode to configure static ARP entries. By default, no static
ARP entry is configured. ARP encapsulation supports only the Ethernet Il type, which is represented by ARPA.

2.3.2 ARP Attributes

Users can specify the ARP timeout, ARP request retransmission interval and times, maximum number of unresolved ARP entries,

maximum number of ARP entries on an interface, and maximum number of ARP entries on a board.
Working Principle

N ARP Timeout

The ARP timeout only applies to the dynamically learned IP-MAC mapping. When the ARP entry timeout expires, the device sends a
unicast ARP request packet to detect whether the peer end is online. If it receives an ARP reply from the peer end, it does not delete

this ARP entry. Otherwise, the device deletes this ARP entry.

When the ARP timeout is set to a smaller value, the mapping table stored in the ARP cache is more accurate but ARP consumes more

network bandwidth.

N ARP Request Retransmission Interval and Times

The device consecutively sends ARP requests to resolve an IP address to a MAC address. The shorter the retransmission interval is,
the faster the resolution is. The more times the ARP request is retransmitted, the more likely the resolution will succeed and the more

bandwidth ARP will consume.

A Maximum Number of Unresolved ARP Entries

In a LAN, ARP attacks and scanning may cause a large number of unresolved ARP entries generated on the gateway. As a result, the
gateway fails to learn the MAC addresses of the users. To prevent such attacks, users can configure the maximum number of

unresolved ARP entries.

N Maximum Number of ARP Entries on an Interface

Configure the maximum number of ARP entries on a specified interface to prevent ARP entry resource waste.

N Maximum Number of ARP Entries on a Board
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Configure the maximum number of ARP entries on a specified slot to limit their ARP capabilities and prevent ARP entry resource

waste.

Related Configuration

N  configuring the ARP Timeout
Run the arp timeout seconds command in interface configuration mode to configure the ARP timeout. The default timeout is 3,600

seconds. You can change it based on actual situations.

N  configuring the ARP Request Retransmission Interval and Times

®  Run the arp retry interval seconds command in global configuration mode to configure the ARP request retransmission

interval. The default interval is 1 second. You can change it based on actual situations.

®  Run the arp retry times number command in global configuration mode to configure the ARP request retransmission times.

The default number of retransmission times is 5. You can change it based on actual situations.

AY| Configuring the Maximum Number of Unresolved ARP Entries

Run the arp unresolve number command in global configuration mode to configure the maximum number of unresolved ARP
entries. The default value is the maximum number of ARP entries supported by the device. You can change it based on actual

situations.

N  configuring the Maximum Number of ARP Entries on an Interface

Run the arp cache interface-limit /imit command in interface configuration mode to configure the maximum number of ARP entries
learned on an interface. The default number is 0. You can change it based on actual situations. This command also applies to static

ARP entries.
2.3.3 Gratuitous ARP

Working Principle
Gratuitous ARP packets are a special type of ARP packets. In a gratuitous ARP packet, the source and destination IP addresses are the
IP address of the local device. Gratuitous ARP packets have two purposes:

1. IP address conflict detection. If the device receives a gratuitous packet and finds the IP address in the packet the same as its

own IP address, it sends an ARP reply to notify the peer end of the IP address conflict.

2. ARP update. When the MAC address of an interface changes, the device sends a gratuitous ARP packet to notify other devices
to update ARP entries.

The device can learn gratuitous ARP packets. After receiving a gratuitous ARP packet, the device checks whether the corresponding

dynamic ARP entry exists. If yes, the device updates the ARP entry based on the information carried in the gratuitous ARP packet.
Related Configuration

N  Enabling Gratuitous ARP

Run the arp gratuitous-send interval seconds [number] command in interface configuration mode to enable gratuitous ARP. This
function is disabled on interfaces by default. Generally you need to enable this function on the gateway interface to periodically

update the MAC address of the gateway on the downlink devices, which prevents others from faking the gateway.
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2.3.4 Proxy ARP

Working Principle

The device enabled with Proxy ARP can help a host without any route information to obtain MAC addresses of IP users in other
subnets. For example, if the device receiving an ARP request finds the source IP address in a different network segment from the
destination IP address and knows the route to the destination address, the device sends an ARP reply containing its own Ethernet

MAC address. This is how Proxy ARP works.

Related Configuration

N  Enabling Proxy ARP

®  Run the ip proxy-arp command in interface configuration mode to enable Proxy ARP.

®  This function is enabled by default.
2.3.5 ARP Trustworthiness Detection

Working Principle

The arp trust-monitor enable command is used to enable anti-ARP spoofing to prevent excessive useless ARP entries from
occupying device resources. After ARP trustworthiness detection is enabled on a Layer-3 interface, the device receives ARP request
packets from this interface:

1. If the corresponding entry does not exist, the device creates a dynamic ARP entry and performs NUD after 1 to 5 seconds. That is,
the device begins to age the newly learned ARP entry and sends a unicast ARP request. If the device receives an ARP update
packet from the peer end within the aging time, it stores the entry. If not, it deletes the entry.

2. If the corresponding ARP entry exists, NUD is not performed.

3. Ifthe MAC address in the existing dynamic ARP entry is updated, the device also performs NUD.

Since this function adds a strict confirmation procedure in the ARP learning process, it affects the efficiency of ARP learning.

After this function is disabled, NUD is not required for learning and updating ARP entries.

Related Configuration

N Enabling ARP Trustworthiness Detection

Run the arp trust-monitor enable command in interface configuration mode to enable ARP trustworthiness detection. This function

is disabled by default.

2.4 Configuration

Description and Command

Enabling Static ARP & (Optional) It is used to enable static IP-MAC binding.
nabling Static

arp Enables static ARP.

é“i (Optional) It is used to specify the ARP timeout, ARP request retransmission interval and times,
Configuring ARP Attributes maximum number of unresolved ARP entries, maximum number of ARP entries on an interface,

and maximum number of ARP entries on a board.




AP SERIES CONFIGURATION GUIDE 6 FS

Description and Command

arp timeout Configures the ARP timeout.

Configures the ARP request retransmission
arp retry interval
interval.

Configures the maximum number of unresolved
arp unresolve
ARP entries.

Configures the maximum number of ARP entries
arp cache interface-limit
on an interface.

A (Optional) It is used to detect IP address conflicts and enables peripheral devices to update ARP

Enabling Gratuitous ARP entries.

arp gratuitous-send interval Enables gratuitous ARP.

A (Optional) It is used to act as a proxy to reply to ARP requests from the devices in different
Enabling Proxy ARP subnets.

ip proxy-arp Enables Proxy ARP.

. . A (Optional) It is used to unicast ARP request packets to ensure that correct ARP entries are
Enabling ARP Trustworthiness

learned.
Detection

arp trusted-monitor enable Enables ARP trustworthiness detection.
2.4.1 Enabling Static ARP

Configuration Effect
Users can manually specify IP-MAC mapping to prevent the device from learning incorrect ARP entries.
Notes

After a static ARP entry is configured, the Layer-3 switch learns the physical port corresponding to the MAC address in the static ARP

entry before it performs Layer-3 routing.
Configuration Steps

A Configuring Static ARP Entries

® Optional.

®  You can configure a static ARP entry to bind the IP address of the uplink device with its MAC address to prevent MAC change
caused by ARP attacks.

®  Configure static ARP entries in global configuration mode.

Verification

Run the show running-config command to check whether the configuration takes effect. Or run the show arp static command to

check whether a static ARP cache table is created.

Related Commands

AN Configuring Static ARP Entries
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Command arp ip-address mac-address type
Parameter ip-address: Indicates the IP address mapped to a MAC address, which is in four-part dotted-decimal format.
Description mac-address: Indicates the DLL address, consisting of 48 bits.

type: Indicates the ARP encapsulation type. For an Ethernet interface, the keyword is arpa.
Command Global configuration mode
Mode
Usage Guide The FSOS queries a 48-bit MAC address based on a 32-bit IP address in the ARP cache table.
Since most hosts support dynamic ARP resolution, usually the static ARP mapping are not configured. Use the clear

arp-cache command to delete the dynamic ARP entries.
Configuration Example

Scenario For the network topology, see Figure 2- 1.
Configuration Configure a static ARP entry on B to statically bind the IP address of A with the MAC address.
Steps FS(config)#arp 192.168.23.1 00D0.F822.334B arpa
Verification Run the show arp static command to display the static ARP entry.
FS(config)#show arp static
Protocol Address Age(min) Hardware Type Interface

Internet  192.168.23.1 <static> 00DO0.F822.334B arpa

1 static arp entries exist.

Common Errors

® The MAC address in static ARP is incorrect.
2.4.2 Configuring ARP Attributes

Configuration Effect

Users can specify the ARP timeout, ARP request retransmission interval and times, maximum number of unresolved ARP entries,

maximum number of ARP entries on an interface, and maximum number of ARP entries on a board.
Configuration Steps

N  configuring the ARP Timeout

® Optional.

® Ina LAN, if a user goes online/offline frequently, it is recommended to set the ARP timeout small to delete invalid ARP entries

as soon as possible.

®  Configure the ARP timeout in interface configuration mode.

N  configuring the ARP Request Retransmission Interval and Times

® Optional.

® If the network resources are insufficient, it is recommended to set the ARP request retransmission interval great and the

retransmission times small to reduce the consumption of network bandwidths.




y
AP SERIES CONFIGURATION GUIDE 6 FS

®  Configure the ARP request retransmission interval and times in global configuration mode.

AY| Configuring the Maximum Number of Unresolved ARP Entries

® Optional.

® If the network resources are insufficient, it is recommended to set the maximum number of unresolved ARP entries small to

reduce the consumption of network bandwidths.
®  Configure the maximum number of unresolved ARP entries in global configuration mode.
N  configuring the Maximum Number of ARP Entries on an Interface
® Optional.
®  Configure the maximum number of ARP entries on an interface in interface configuration mode.
A  configuring the Maximum Number of ARP Entries on a Board

® Optional.

®  Configure the maximum number of ARP entries on a board in global configuration mode.
Verification

Run the show arp timeout command to display the timeouts of all interfaces.

Run the show running-config command to display the ARP request retransmission interval and times, maximum number of

unresolved ARP entries, maximum number of ARP entries on an interface, and maximum number of ARP entries on a board.

Related Commands

N configuring the ARP Timeout

Command arp timeout seconds

Parameter seconds: Indicates the timeout in seconds, ranging from 0 to 2,147,483. The default value is 3,600.

Description

Command Interface configuration mode

Mode

Usage Guide The ARP timeout only applies to the dynamically learned IP-MAC mapping. When the ARP timeout is set to a smaller

value, the mapping table stored in the ARP cache is more accurate but ARP consumes more network bandwidth.

Unless otherwise specified, do not configure the ARP timeout.

N  configuring the ARP Request Retransmission Interval and Times

Command arp retry interval seconds

Parameter seconds: Indicates the ARP request retransmission interval in seconds, ranging from 1 to 3,600. The default value is 1.
Description

Command Global configuration mode

Mode

Usage Guide If a device frequently sends ARP requests, affecting network performance, you can set the ARP request retransmission

interval longer. Ensure that this interval does not exceed the ARP timeout.

AY| Configuring the Maximum Number of Unresolved ARP Entries
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Command arp unresolve number

Parameter number: Indicates the maximum number of unresolved ARP entries, ranging from 1 to 8,192. The default value is
Description 8,192.

Command Global configuration mode

Mode

Usage Guide If a large number of unresolved entries exist in the ARP cache table and remain in the table after a while, it is

recommended to use this command to limit the number of unresolved ARP entries.

N  configuring the Maximum Number of ARP Entries on an Interface

Command arp cache interface-limit /imit
Parameter limit: Indicates the maximum number of ARP entries that can be learned on an interface, including configured ARP
Description entries and dynamically learned ARP entries. The value ranges from 0 to the ARP entry capacity supported by the

device. 0 indicates no limit on this number.

Command Interface configuration mode
Mode
Usage Guide Limiting the number of ARP entries on an interface can prevent malicious ARP attacks from generating excessive ARP

entries on the device and occupying entry resources. The configured value must be equal to or greater than the
number of the ARP entries learned by the interface. Otherwise, the configuration does not take effect. The

configuration is subject to the ARP entry capacity supported by the device.
Configuration Example

Scenario For the network topology, see Figure 2- 1.
Configuration ® Setthe ARP timeout to 60 seconds on port GigabitEthernet 0/1.
Steps Set the maximum number of learned ARP entries to 300 on port GigabitEthernet 0/1.
Set the ARP request retransmission interval to 3 seconds.

Set the ARP request retransmission times to 4.

Set the maximum number of unresolved ARP entries to 4,096.
FS(config)#interface gigabitEthernet 0/1
FS(config-if-GigabitEthernet 0/1)#arp timeout 60
FS(config-if-GigabitEthernet 0/1)#arp cache interface-limit 300
FS(config-if-GigabitEthernet 0/1)#exit

FS(config)#arp retry interval 3

FS(config)#arp retry times 4

FS(config)#arp unresolve 4096

Verification ®  Run the show arp timeout command to display the timeout of the interface.
® Run the show running-config command to display the ARP request retransmission interval and times,
maximum number of unresolved ARP entries, maximum number of ARP entries on the interface, and maximum

number of ARP entries on the board.
FS#show arp timeout

Interface arp timeout(sec)
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GigabitEthernet 0/1 60

GigabitEthernet 0/2 3600
GigabitEthernet 0/4 3600
GigabitEthernet 0/5 3600

GigabitEthernet 0/7 3600

VLAN 100 3600
VLAN 111 3600
Mgmt 0 3600

FS(config)# show running-config
arp unresolve 4096
arp retry times 4

arp retry interval 3

!
interface GigabitEthernet 0/1

arp cache interface-limit 300

2.4.3 Enabling Gratuitous ARP

Configuration Effect
The interface periodically sends gratuitous ARP packets.
Configuration Steps

® Optional.

®  When a switch acts as the gateway, enable gratuitous ARP on an interface to prevent other users from learning incorrect

gateway MAC address in case of ARP spoofing.
®  Enable gratuitous ARP in interface configuration mode.
Verification
Run the show running-config interface <name> command to check whether the configuration is successful.

Related Commands

N  Enabling Gratuitous ARP

Command arp gratuitous-send interval seconds [number]
Parameter seconds: Indicates the interval for sending a gratuitous ARP request. The unit is second. The value ranges from 1 to

Description 3,600.
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number: Indicates the number of gratuitous ARP requests that are sent. The default value is 1. The value ranges from 1

to 100.
Command Interface configuration mode
Mode
Usage Guide If a network interface of a device acts as the gateway for downstream devices but a downstream device pretends to

be the gateway, enable gratuitous ARP on the interface to advertise itself as the real gateway.
Configuration Example

Scenario For the network topology, see Figure 2- 1.

Configuration Configure the GigabitEthernet 0/0 interface to send a gratuitous ARP packet every 5 seconds.

Steps
FS(config-if-GigabitEthernet 0/0)#arp gratuitous-send interval 5
Verification Run the show running-config interface command to check whether the configuration takes effect.

FS#sh running-config interface gigabitEthernet 0/0

Building configuration...
Current configuration : 127 bytes
1
interface GigabitEthernet 0/0
duplex auto
speed auto
ip address 30.1.1.1 255.255.255.0

arp gratuitous-send interval 5

2.4.4 Enabling Proxy ARP

Configuration Effect

The device acts as a proxy to reply to ARP request packets from other users.
Notes

By default, Proxy ARP is disabled on Layer-3 switches while enabled on routers.
Configuration Steps

® Optional.

® If a user without any route information needs to obtain the MAC addresses of the IP users in other subnets, enable Proxy ARP

on the device so that the device can act as a proxy to send ARP replies.
®  Enable Proxy ARP in interface configuration mode.

Verification
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Run the show ip interface <name> command to check whether the configuration takes effect.

Related Commands

N  Enabling Proxy ARP

Command ip proxy-arp

Parameter N/A

Description

Command Interface configuration mode
Mode

Usage Guide N/A
Configuration Example

Scenario For the network topology, see Figure 2-1.
Configuration Enable Proxy ARP on port GigabitEthernet 0/0 .
Steps

FS(config-if-GigabitEthernet 0/0)#ip proxy-arp
Verification Run the show ip interface command to check whether the configuration takes effect.

FS#show ip interface gigabitEthernet 0/0
GigabitEthernet 0/0

IP interface state is: DOWN

IP interface type is: BROADCAST

IP interface MTU is: 1500

IP address is:

No address configured

IP address negotiate is: OFF

Forward direct-broadcast is: OFF

ICMP mask reply is: ON

Send ICMP redirect is: ON

Send ICMP unreachable is: ON

DHCP relay is: OFF

Fast switch is: ON

Help address is: 0.0.0.0

Proxy ARP is: ON
ARP packet input number: 0

Request packet :0

Reply packet :0
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Unknown packet :0
TTL invalid packet number: 0

ICMP packet input number: 0

Echo request :0
Echo reply :0
Unreachable :0
Source quench :0

Routing redirect  :0

2.4.5 Enabling ARP Trustworthiness Detection

Configuration Effect

Enable ARP trustworthiness detection. If the device receiving an ARP request packet fails to find the corresponding entry, it performs

NUD. If the MAC address in the existing dynamic ARP entry is updated, the device immediately performs NUD to prevent ARP attacks.

Notes

Since this function adds a strict confirmation procedure in the ARP learning process, it affects the efficiency of ARP learning.

Configuration Steps

® Optional.

® |f there is a need for learning ARP entries, enable ARP trustworthiness detection on the device. If the device receiving an ARP

request packet fails to find the corresponding entry, it needs to send a unicast ARP request packet to check whether the peer

end exists. If yes, the device learns the ARP entry. If not, the device does not learn the ARP entry. If the MAC address in the ARP

entry changes, the device will immediately perform NUD to prevent ARP spoofing.

®  Enable ARP trustworthiness detection in interface configuration mode.

Verification

Run the show running-config interface <name> command to check whether the configuration take effect

Related Commands

N Enabling ARP Trustworthiness Detection

Command
Parameter
Description
Command
Mode

Usage Guide

arp trust-monitor enable

N/A

Interface configuration mode

o Enable this function. If the corresponding ARP entry exists and the MAC address is not updated, the device does
not perform NUD.

o Enable this function. If the MAC address of the existing dynamic ARP entry is updated, the device immediately
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performs NUD.

o After this function is disabled, the device does not perform NUD for learning or updating ARP entries.

Configuration Example

Scenario For the network topology, see Figure 2- 1.
Configuration Enable ARP trustworthiness detection on port GigabitEthernet 0/0.
Steps

FS(config-if-GigabitEthernet 0/0)#arp trust-monitor enable
Verification Run the show running-config interface command to check whether the configuration takes effect.

FS#show running-config interface gigabitEthernet 0/0

Building configuration...
Current configuration : 184 bytes
!
interface GigabitEthernet 0/0
duplex auto
speed auto
ip address 30.1.1.1 255.255.255.0

arp trust-monitor enable

2.5 Monitoring
Clearing

ﬁ Running the clear commands may lose vital information and thus interrupt services.
Clears dynamic ARP entries. In gateway clear arp-cache

authentication mode, dynamic ARP

entries in authentication VLANs are not

cleared.

Displaying

Displays the ARP table. show ip arp

Displays the ARP entry counter. show arp counter

Displays the timeout of dynamic ARP

show arp timeout
entries.

Debugging
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A System resources are occupied when debugging information is output. Therefore, disable the debugging switch immediately

after use.
Command
Debugs ARP packet sending and debug arp
receiving.

Debugs the creation and deletion of ARP  debug arp event

entries.
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3 Configuring ARP Proxy
3.1 Overview

ARP Proxy is a feature of FS AC (access controller, a wireless controller) product. It can work as a proxy for a device in the wireless
local area network (WLAN) to respond to ARP requests of another device. Because CSMA/CA is used for communication in a wireless
network, ARP Proxy can prevent ARP broadcast packets in one access point (AP) from being sent to another AP, which increases the

bandwidth utilization of the WLAN and enhances user experience.
Protocols and Standards

N/A

3.2 Applications

Application

ARP Proxy Service in the WLAN AC acts as a proxy to respond to ARP requests of any device in the WLAN.
3.4.1 ARP Proxy Service in the WLAN

Scenario

In centralized forwarding mode of the fit AP, AC acts a proxy for ARP requests of any device in the WLAN.

® The AC needs to learn the MAC address of devices in the WLAN before responding to this device.

Figure 3-1

ARP Request Internet

ARP Reply

PCA Smartphone PC2 PC3

Remarks The above figure is the flowchart of the ARP request packets that wireless STAs send to the gateway or other devices in

centralized forwarding mode of the fit AP in the WLAN.

Deployment
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® Deploy a network consisting of the gateway, AC, APs, and wireless STAs. Using the ARP Proxy function (enabled by default), AC
works as a proxy to respond to the ARP requests of wireless STAs to prevent the ARP broadcast requests from being sent to

other APs.
® The ARP Proxy runs on AC and is transparent to users. You can run this function without any other configurations. For details

about how to deploy the network environment, refer to the chapter related to wireless networking.

3.3 Features

Basic Concepts

N ARP Proxy

Layer-2 ARP Proxy is a feature of FS AC product. It is also called ARP Proxy and works as a proxy for a device in the WLAN to respond
to the ARP requests of another device. Because CSMA/CA is used for communication in a wireless network, ARP Proxy can prevent
ARP broadcast packets in one AP from being sent to another AP, which increases the bandwidth utilization of the WLAN and

enhances user experience.

Overview
| Feature _____ Descripton |
Wireless ARP Proxy AC works as an ARP proxy for wireless STAs to prevent the ARP broadcast requests from being sent to other

APs.

3.3.1 Wireless ARP Proxy

Working Principle

In typical wireless networking, a wireless STA usually accesses the Internet through an AP and AC. The typical scenario is that,
multiple wireless STAs are associated with one AP while multiple APs are associated with one AC. When wireless STAs under one AP
connect to those under another AP, or wireless STAs connect to wired STAs, or wired STAs connect to wireless STAs, ARP packets

must be transmitted through AC, facilitating the implementation of AC's ARP Proxy function.

The working process of ARP Proxy is as follows:

14. AClearns the source IP address and source MAC address from the transmitted ARP packet to form an ARP entry.
15. According to the ARP entry, the AC works as a proxy in the network to respond to ARP requests of other users.
16. If the AC does not have the MAC address of the destination host, it forwards the 802.1Q-compliant ARP request.
17.  ARP replies are forwarded like 802.1Q-compliant Ethernet frames.

As shown in Figure 3- 1, PC3 and PC1 obtain the MAC address of the gateway respectively. Assume that this WLAN has one AC, two
APs (AP1 and AP2), and four STAs (PC1, PC2, PC3 and smartphone).

1. PC3initiates an ARP request to the IP address of the gateway.
2. AP2forwards this ARP request to PC2 and AC.

3. From this ARP request, AC learns the IP and MAC address of PC3 and forwards this ARP request to the gateway, AP1, and PC1

and the smartphone under AP1.
4.  The gateway sends an ARP reply to PC4 through AC. Then AC learns the IP and MAC address of the gateway.

5. PC1initiates an ARP request to the IP address of the gateway.
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6.  AP1 forwards this ARP request to PC2 and AC.

7. AC learns the IP and MAC address of PC1 and works as a proxy for the gateway to directly send an ARP reply to PC1. (This is
because AC has learned the MAC address of the gateway in step 4. Therefore, ARP request packets will not be broadcast to PC3
and PC4.)

Related Configuration

N  Enabling Layer-2 ARP Proxy

® By default, Layer-2 ARP Proxy is enabled.

®  Run the no proxy_arp enable command to disable Layer-2 ARP Proxy.

3.4 Configuration

Description and Command

Optional) By default, Layer-2 ARP Proxy is enabled.
Enabling Layer-2 ARP Proxy A Op ) By y y

proxy_arp enable Enables Layer-2 ARP Proxy

A (Optional) By default, learning of only ARP entries over wireless ports is disabled.
Enabling Learning of Only ARP Entries

proxy-arp learn
over Wireless Ports Enables learning of only ARP entries over wireless ports and ARP
only-wlan [except
entries of special IP addresses over wired ports.
ip_address]

3.4.1 Enabling Layer-2 ARP Proxy

Configuration Effect

Enabling Layer-2 ARP Proxy improves wireless bandwidth efficiency and user experience.
Notes

N/A

Configuration Steps

N  Enabling Layer-2 ARP Proxy

® By default, Layer-2 ARP Proxy is enabled.

®  Inawireless IPv4 scenario, enabling Layer-2 ARP Proxy on AC to better network bandwidth utilization and user experience.
Verification

Run the show run command to check whether Layer-2 ARP Proxy is enabled.

Related Commands

N Disabling Layer-2 ARP Proxy

Command no proxy_arp enable

Parameter N/A
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Description

Command Global configuration mode
Mode

Usage Guide N/A

Configuration Example

N Disabling Layer-2 ARP Proxy

Configuration
Disable Layer-2 ARP Proxy.
Steps

FS(config)# no proxy_arp enable

Verification Run the show run command to check if Layer-2 ARP Proxy is enabled.
FS# show run

no proxy_arp enable

Common Errors

N/A
3.4.2 Enabling Learning of Only ARP Entries over Wireless Ports

Configuration Effect

Enable learning of only ARP entries over wireless ports and ARP entries of special IP addresses over wired ports based on the actual
topology. In this case, the ARP entry capacity of the AC in a simplistic network will not be fully occupied by ARP entries over wired

ports.
Notes

When the ARP entry capacity on a device is sufficient (To display the capacity, run show proxy-arp statistic.), it is recommended
that this function be disabled. This is because when the ARP proxy learns ARP entries over wired ports, broadcast flooding of ARP

entries requested from wired users can be prevented.
Configuration Steps
N  Enabling Learning of Only ARP Entries over Wireless Ports

® By default, learning of only ARP entries over wireless ports is disabled and needs to be manually enabled as required.

® If the AC does not function as the gateway, you are advised to configure learning of ARP entries of special IP addresses at the

same time when configuring learning of only ARP entries over wireless ports to learn the gateway IP address over wired ports.
Verification

®  Run the show run command to check whether the configuration is correct.

Related Commands

N  Enabling Learning of Only ARP Entries over Wireless Ports for an ARP Proxy
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Command proxy-arp learn only-wlan [except ip_address]

Parameter N/A

Description

Command Global configuration mode

Mode

Usage Guide This function can be enabled when the following conditions are met:

1)  The AC works in integrated forwarding mode.

2) The AC connects to the gateway switch. The super VLAN and a large number of sub VLANs are deployed on the

gateway switch.

3) The user quantity is large, and therefore the capacity of ARP entries on the ARP proxy easily gets full. To check the

capacity, run the show proxy-arp statistics command.

Configuration Example

AY| Enabling Learning of Only ARP Entries over Wireless Ports for an ARP Proxy

Configuration Enable learning of only ARP entries over wireless ports and ARP entries of IP addresses 192.168.21.1 and 192.168.22.1.

Steps
FS(config)# proxy-arp learn only-wlan except 192.168.21.1
FS(config)# proxy-arp learn only-wlan except 192.168.22.1
Verification Run the show run command to check whether the configuration takes effect.

FS#show run
proxy-arp learn only-wlan except 192.168.21.1

proxy-arp learn only-wlan except 192.168.22.1

3.5 Monitoring

Clearing
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Command

Clears the specified ARP Proxy entry. clear proxy_arp <ip-address vian-id>
Clears all ARP Proxy entries. clear proxy_arp
Displaying
Command
Displays all ARP Proxy entries. show proxy_arp
Displays dynamic ARP Proxy entries. show proxy_arp dynamic
Displays the ARP Proxy statistics. show proxy_arp statistics
Debugging

A System resources are occupied when debugging information is output. Therefore, disable the debugging switch immediately

after use.
Debugs the receipt/sending status of debug proxy_arp
ARP packets.
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4 Configuring ND Proxy
4.1 Overview

ND proxy is a feature of FS AC (access controller, a wireless controller) product. It can work as a proxy for a device in the wireless local
area network (WLAN) to respond to NS requests of another device. Because CSMA/CA is used for communication in a wireless
network, ND proxy can prevent NS broadcast packets in one access point (AP) from being sent to another AP, which increases the

bandwidth utilization of the WLAN and enhances user experience.
Protocols and Standards

N/A

4.2 Applications

Application

ND Proxy Service in the WLAN AC acts as a proxy to respond to NS requests of any device in the WLAN.
4.2.1 ND Proxy Service in the WLAN

Scenario

In centralized forwarding mode of the fit AP, AC acts a proxy for NS requests of any device in the WLAN.

® The AC needs to learn the MAC address of devices in the WLAN before responding to this device.

Figure 4-1

MS Request Internet

MA Reply

. ; E '!gﬁ“ ! o
PCA Smartphone PC2 PC3

Remarks The above figure is the flowchart of the ND request packets that wireless STAs send to the gateway or other devices in

centralized forwarding mode of the fit AP in the WLAN.

Deployment
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® Deploy a network consisting of the gateway, AC, APs, and wireless STAs. Using the ND proxy function (enabled by default), AC
works as a proxy to respond to the NS requests of wireless STAs to prevent the NS broadcast requests from being sent to other

APs.

® The ND proxy runs on AC and is transparent to users. You can run this function without any other configurations. For details

about how to deploy the network environment, refer to the chapter related to wireless networking.

4.3 Features

Basic Concepts

N nND Proxy

Layer-2 ND proxy is a feature of FS AC product. It is also called ND proxy and works as a proxy for a device in the WLAN to respond to
the NS requests of another device. Because CSMA/CA is used for communication in a wireless network, ND proxy can prevent NS
broadcast packets in one AP from being sent to another AP, which increases the bandwidth utilization of the WLAN and enhances

user experience.

Overview
| Feature ______ Descripton |
Wireless ND Proxy AC works as an ND proxy for wireless STAs to prevent the NS broadcast requests from being sent to other

APs.

4.3.1 Wireless ND Proxy

Working Principle

In typical wireless networking, a wireless STA usually accesses the Internet through an AP and AC. The typical scenario is that,
multiple wireless STAs are associated with one AP while multiple APs are associated with one AC. When wireless STAs under one AP
connect to those under another AP, or wireless STAs connect to wired STAs, or wired STAs connect to wireless STAs, NS packets must

be transmitted through AC, facilitating the implementation of AC's ND proxy function.

The working process of ND proxy is as follows:

1. AClearns the source IP address and source MAC address from the transmitted NS packet to form an ND entry.
2. The AC works as a proxy in the network to respond to NS requests of other users.

3. If the AC does not have the MAC address of the destination host, it multicasts the 802.1Q-compliant NS request.
4.  NDreplies are forwarded like 802.1Q-compliant Ethernet frames.

As shown in Figure 3- 1, PC3 and PC1 obtain the MAC address of the gateway respectively. Assume that this WLAN has one AC, two
APs (AP1 and AP2), and four STAs (PC1, PC2, PC3 and smartphone).

1. PC3initiates an NS request to the IPv6 address of the gateway.
2. AP2forwards this NS request to PC2 and AC.

3. From this NS request, AC learns the IPv6 and MAC address of PC3 and forwards this NS request to the gateway, AP1, and PC1

and the smartphone under AP1.
4,  The gateway sends an NA reply to PC3 through AC. Then AC learns the IPv6 and MAC address of the gateway.

5. PC1initiates an NS request to the IPv6 address of the gateway.
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6.  AP1 forwards this NS request to the smartphone and the AC.

7. AClearns the IPv6 and MAC address of PC1 and works as a proxy for the gateway to directly send an NA reply to PC1. (This is
because AC has learned the MAC address of the gateway in step 4. Therefore, NS request packets will not be multicast to PC2
and PC3))

ND Entry Ageout Mechanism

8. When the number of entries is greater than 20000, 10 entries are aged out every one second.

9.  When the number of entries is in the range from 10000 to 20000, one entry is aged out every one second,
10.  When the number of entries is in the range from 1000 to 10000, one entry is aged out every 10 seconds.

11.  When the number of entries is less than 1000, one entry is aged out every 100 seconds.
Related Configuration

N Enabling Layer-2 ND Proxy

® By default, Layer-2 ND proxy is enabled.

®  Run the no proxy-nd enable command to disable Layer-2 ND proxy.

4.3.2 Static ND Binding

Working Principle

The static ND entry is configured by the administrator and will not be updated.
Related Configuration

A  Configuring Static ND Binding

®  No static ND binding are configured.

®  Run the proxy-nd ipv6-address vid mac interface-id command to configure static ND binding.

4.4 Configuration

Description and Command

; Optional) By default, Layer-2 ND i bled.
Enabling Layer-2 ND Proxy A (Optional) By default, Layer proxy is enable

proxy-nd enable Enables Layer-2 ND proxy

- _ A\ (optional)
Configuring Static ND Proxy
proxy-nd ipv6-address vid mac interface-id ~ Configures static ND proxy.

4.4.1 Enabling Layer-2 ND Proxy

Configuration Effect
Enabling Layer-2 ND proxy improves wireless bandwidth efficiency and user experience.
Notes

N/A
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Configuration Steps

N Enabling Layer-2 ND Proxy

® By default, layer-2 ND proxy is enabled.

® Inawireless IPv6 scenario, enabling Layer-2 ND proxy on AC to better network bandwidth utilization and user experience.
Verification
Run the show proxy-nd statistics command to check whether ND proxy is enabled.

Related Commands

N Disabling ND Proxy

Command no proxy-nd enable
Parameter N/A

Description

Command Global configuration mode
Mode

Usage Guide N/A
Configuration Example

N Dpisabling Layer-2 ND Proxy

Configuration
Disable layer-2 ND proxy.
Steps

FS(config)# proxy-nd enable

Verification Run the show proxy-nd statistics command to check if layer-2 ND proxy is enabled.
FS# show proxy-nd statistics
Nd Proxy: Enable

Total Entry: 100

Common Errors

N/A
4.4.2 Configuring Static ND Proxy

Configuration Effect

Configure static ND proxy to prevent incorrect ND proxy affecting the network.
Notes

N/A

Configuration Steps




AP SERIES CONFIGURATION GUIDE 6 FS

A Configuring Static ND Proxy

® Optional

®  Configure static ND proxy on a device enabled with ND proxy.

N Vverification

®  Run the showproxy-nd static or show run command to check the configuration.

Related Commands

A Configuring Static ND Proxy

Command proxy-nd ipv6-address vid mac interface-id
Parameter N/A

Description

Command Global configuration mode

Mode

Usage Guide N/A
Configuration Example

A Configuring Static ND Proxy

Configuration
Configure static ND proxy.
Steps

FS(config)#proxy-nd 2000::1 2 0001.0001.0001 GigabitEthernet 0/1

Verification Run the show run command to check static ND proxy configuration.

FS#show run

proxy-nd 2000::1 2 0001.0001.0001 GigabitEthernet 0/1

Common Errors

N/A

4.5 Monitoring

Clearing
Clears the specified ND proxy entry. clear proxy-nd <ip-address vlan-id>

Clears all ND proxy entries of the clear proxy-nd< interface-id>
specified VLAN.

Clears all ND proxy entries clear proxy-nd

Displaying
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Displays all ND proxy entries. show proxy-nd
Displays dynamic ND proxy entries. show proxy-nd dynamic
Displays static ND proxy entries. show proxy-nd static

Displays the specified ND proxy entriy. show proxy-nd <ipv6-address vian-id>

Displays the ND proxy statistics. show proxy-nd statistics
Debugging

A System resources are occupied when debugging information is output. Therefore, disable the debugging switch immediately

after use.

Debugs the ND proxy. debug proxy-nd all
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5 Configuring IPv6
5.1 Overview

As the Internet develops rapidly and IPv4 address space is becoming exhausted, IPv4 limitations become more and more obvious. At
present, many researches and practices on Internet Protocol Next Generation (IPng) have been conducted. The IPng working group
of the Internet Engineering Task Force (IETF) has formulated an IPng protocol named IP Version 6 (IPv6), which is described in RFC

2460.

Main Features

N Larger Address Space

Compared with 32 bits in an IPv4 address, the length of an IPv6 address is extended to 128 bits. Therefore, the address space has
approximately 2'?® addresses. IPv6 adopts a hierarchical address allocation mode to support address allocation of multiple subnets

from the Internet core network to intranet subnet.

N  simpler Packet Header Format

Since the design principle of the IPv6 packet header is to minimize the overhead of the packet header, some non-key fields and
optional fields are removed from the packet header to the extended packet header. Therefore, although the length of an IPv6
address is four times of that of an IPv4 address, the IPv6 packet header is only two times of the IPv4 packet header. The IPv6 packet
header makes device forwarding more efficient. For example, with no checksum in the IPv6 packet header, the IPv6 device does not

need to process fragments (fragmentation is completed by the initiator).

N  Efficient Hierarchical Addressing and Routing Structure

IPv6 uses a convergence mechanism and defines a flexible hierarchical addressing and routing structure. Multiple networks at the
same layer are represented as a uniform network prefix on the upstream device, greatly reducing routing entries maintained by the

device and routing and storage overheads of the device.

N  Easy Management: Plug and Play (PnP)

IPv6 provides automatic discovery and auto-configuration functions to simplify management and maintenance of network nodes.
For example, Neighbor Discovery (ND), MTU Discovery, Router Advertisement (RA), Router Solicitation (RS), and auto-configuration
technologies provide related services for PnP. Particularly, IPv6 offers two types of auto-configuration: stateful auto-configuration
and stateless auto-configuration. In IPv4, Dynamic Host Configuration Protocol (DHCP) realizes auto-configuration of the host IP
address and related parameters. IPv6 inherits this auto-configuration service from IPv4 and called it stateful auto-configuration (see
DHCPv6). Besides, IPv6 also offers the stateless auto-configuration service.During stateless auto-configuration, a host automatically

obtains the local address of the link, address prefix of the local device, and other related configurations.

A Security

As an optional extension protocol of IPv4, Internet Protocol Security (IPSec) is a part of IPv6 to provide security for IPv6 packets. At
present, IPv6 provides two mechanisms: Authentication Header (AH) and Encapsulated Security Payload (ESP). AH provides data
integrity and authenticates IP packet sources to ensure that the packets originate from the nodes identified by the source addresses.

ESP provides data encryption to realize end-to-end encryption.

N  Better QoS Support
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A new field in the IPv6 packet header defines how to identify and process data streams. The Flow Label field in the IPv6 packet
header is used to authenticate a data flow. Using this field, IPv6 allows users to propose requirements on the communication
quality. , A device can identify all packets belonging to a specific data stream based on this field and process these packets according

to user requirements.

A New Protocol for Neighboring Node Interaction

IPv6 Neighbor Discovery Protocol (NDP) uses a series of Internet Control Message Protocol Version 6 (ICMPv6) packets to implement
interactive management of neighboring nodes (nodes on the same link). IPv6 uses NDP packets and efficient multicast/unicast ND
packets instead of broadcast-based Address Resolution Protocol (ARP) and Control Message Protocol Version 4 (ICMPv4) router

discovery packets.

N Extensibility

With strong extensibility, IPv6 features can be added to the extended packet header following the IPv6 packet header. Unlike IPv4,
the IPv6 packet header can support at most 40 bytes of options. For an IPv6 packet, the length of the extended packet header is

restricted only by the maximum number of bytes in the packet.
Protocols and Standards

RFC 4291 - IP Version 6 Addressing Architecture

RFC 2460 - Internet Protocol, Version 6 (IPv6) Specification

RFC 4443 - Internet Control Message Protocol (ICMPv6) for the Internet Protocol Version 6 (IPv6) Specification
RFC 4861 - Neighbor Discovery for IP version 6 (IPv6)

RFC 4862 - IPv6 Stateless Address Auto-configuration

RFC 5059 - Deprecation of Type 0 Routing Headers in IPv6

5.2 Applications

Application

Communication Based on IPv6 Two PCs communicate with each other using IPv6 addresses.
Addresses

5.2.1 Communication Based on IPv6 Addresses

Scenario

As shown in Figure 3- 1, Host 1 and Host 2 communicate with each other using IPv6 addresses.

Figure 3-1
1000 : 264 2000 : 2154
Gatevyay 1000 ;1 Gatewvay 2000 1
1000 ; :1/64 2000 ;1164

Host 1 Hast 2
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Deployment

Hosts can use the stateless address auto-configuration or DHCPv6 address assignment mode. After addresses are configured, hosts

can communicate with each other using IPv6 addresses.

5.3 Features
Overview
| Feature =~ | Description

IPv6 Address Format The IPv6 address format makes IPv6 have a larger address space and flexible representation approach.

IPv6 Address Type IPv6 identifies network applications based on addresses.

IPv6 Packet Header IPv6 simplifies the fixed and extended packet headers to improve the data packet processing and

Format forwarding efficiency of the device.

IPv6 PMTUD A host dynamically discovers and adjusts the MTU size on the data Tx path, saving router resources and
improving IPv6 network efficiency.

IPv6 Neighbor ND functions include router discovery, prefix discovery, parameter discovery, address auto-configuration,

Discovery address resolution (like ARP), next-hop determination, Neighbor Unreachability Detection (NUD), Duplicate
Address Detection (DAD), and redirection.

IPv6 Source Routing This feature is used to specify the intermediate nodes that a packet passes through along the path to the
destination address. It is similar to the IPv4 loose source routing option and loose record routing option.

Restricting the This feature prevents DoS attacks.

Sending Rate of
ICMPv6 Error Messages
IPv6 HOP-LIMIT This feature prevents useless unicast packets from being unlimitedly transmitted on the network and

wasting network bandwidth.

5.3.1 IPv6 Address Format

An IPv6 address is represented in the X:X:X:X:X:X:X:X format, where X is a 4-digit hexadecimal integer (16 bits). Each address consists
of 8 integers, with a total of 128 bits (each integer contains 4 hexadecimal digits and each digit contains four bits). The following are

three valid IPv6 addresses:
2001:ABCD:1234:5678:AAAA:BBBB:1200:2100
800:0:0:0:0:0:0:1

1080:0:0:0:8:800:200C:417A

These integers are hexadecimal, where A to F represent 10 to 15. Each integer in the address must be represented, except the
leading zeros in each integer. If an IPv6 address contains a string of zeros (as shown in the second and third examples above), a

double colon (::) can be used to represent these zeros. That is, 800:0:0:0:0:0:0:1 can be represented as 800::1.

A double colon indicates that this address can be extended to a complete 128-bit address. In this approach, only when the 16-bit

integers are all 0s, can they can be replaced with a double colon. A double colon can exist once in an IPv6 address.

In IPv4/IPv6 mixed environment, an address has a mixed representation. In an IPv6 address, the least significant 32 bits can be used
to represent an IPv4 address. This IPv6 address can be represented in a mixed manner, that is, X:X:X:X:X:X:d.d.d.d, where X is a
hexadecimal integer and d is a 8-bit decimal integer. For example, 0:0:0:0:0:0:192.168.20.1 is a valid IPv6 address. It can be

abbreviated to ::192.168.20.1. Typical applications are IPv4-compatible IPv6 addresses and IPv4-mapped IPv6 addresses. If the first
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96 bits are 0 in an IPv4-compatible IPv6 address, this address can be represented as :A.B.C.D, e.g., =1.1.1.1. IPv4-compatible addresses
have been abolished at present. IPv4-mapped IPv6 addresses are represented as ::FFFF:A.B.C.D to represent IPv4 addresses as IPv6

addresses. For example, IPv4 address 1.1.1.1 mapped to an IPv6 address is represented as :FFFF:1.1.1.1.

Since an IPv6 address is divided into two parts: subnet prefix and interface ID, it can be represented as an address with an additional
value according to an address allocation method like Classless Inter-Domain Routing (CIDR). The additional value indicates how
many bits (subnet prefix) in the address represent the network part. That is, the IPv6 node address contains the prefix length. The
prefix length is separated from the IPv6 address by a slash. For example, in 12AB::CD30:0:0:0:0/60, the prefix length used for routing
is 60 bits.

Related Configuration

N  cConfiguring an IPv6 Address

® No IPv6 address is configured on interfaces by default.
®  Run the ipv6 address command to configure an IPv6 address on an interface.

®  After configuration, a host can communicate with others using the configured IPv6 address based on DAD.
5.3.2 IPv6 Address Type

RFC 4291 defines three types of IPv6 addresses:

®  Unicast address: ID of a single interface. Packets destined to a unicast address are sent to the interface identified by this

address.

®  Multicast address: ID of an interface group (the interfaces generally belong to different nodes). Packets destined to a multicast

address are sent to all interfaces included in this address.

®  Anycast address: ID of an interface group. Packets destined to an anycast address are sent to one interface included in this

address (the nearest interface according to the routing protocol).

& IPv6 does not define broadcast addresses.

These three types of addresses are described as follows:

N Unicast Addresses

Unicast addresses fall into five types: unspecified address, loopback address, link-local address, site-local address, and global unicast
address. At present, site-local addresses have been abolished. Except unspecified, loopback, and link-local addresses, all other

addresses are global unicast addresses.
®  Unspecified address
The unspecified address is 0:0:0:0:0:0:0:0, which is usually abbreviated to :. It has two general purposes:

12. If a host has no unicast address when started, it uses the unspecified address as the source address to send an RS packet to

obtain prefix information from the gateway and thereby generate a unicast address.

13.  When an IPv6 address is configured for a host, the device detects whether the address conflicts with addresses of other hosts in
the same network segment and uses the unspecified address as the source address to send a Neighbor Solicitation (NS) packet

(similar to a free ARP packet).

® Loopback address
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The loopback address is 0:0:0:0:0:0:0:1, which is usually abbreviated to ::1. Similar to IPv4 address 127.0.0.1, the loopback address is

generally used by a node to send itself packets.
®  Link-local address

The format of a link-local address is as follows:
Figure 3-2

10 kit o4 hits B4 btz

TTET 1110 1 ] Ingerface 10

The link-local address is used on a single network link to assign IDs to hosts. The address identified by the first 10 bits in the prefix is
the link-local address. A device never forwards packets in which the source or destination address contains the link-local address. The
intermediate 54 bits in the address are all Os. The last 64 bits represent the interface ID, which allows a single network to connect

2%-1 hosts.

®  Site-local address

The format of a site-local address is as follows:

Figure 3-3
10 hits 54 hits 64 bits
1111111011 Subnet 1D Interface 10

A site-local address is used to transmit data within a site. A device never forwards packets in which the source or destination address
contains the site-local address to the Internet. That is, these packets can be forwarded only within the site. A site can be assumed as
an enterprise's local area network (LAN). Such addresses are similar to IPv4 private addresses such as 192.168.0.0/16. RFC 3879 has
abolished site-local addresses. New addresses do not support the first 10 bits as the prefix and are all regarded as global unicast

addresses. Existing addresses can continue to use this prefix.

®  Global unicast address
The format of a global unicast address is as follows:

Figure 3-4

n bits m bits 128- n- m bits

Global Routing Prefix Subnet ID Interface 1D

Among global unicast addresses, there is a type of IPv4-embedded IPv6 addresses, including IPv4-compatible IPv6 addresses and

IPv4-mapped IPv6 addresses. They are used for interconnection between IPv4 nodes and IPv6 nodes.

The format of an IPv4-compatible IPv6 address is as follows:
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Figure 3-5

B0 bits 16 bits 32 bits

A e R e b 00oo | 0CoO0 IPvd Address

The format of an IPv4-mapped IPv6 address is as follows:

Figure 3-6

80 bits 16 bits 32 bits

RS e et e st 0000 | FFFF IPvd Address

IPv4-compatible IPv6 addresses are mainly used on automatic tunnels. Nodes on automatic tunnels support both IPv4 and IPv6.
Using these addresses, IPv4 devices transmit IPv6 packets over tunnels. At present, IPv4-compatible IPv6 addresses have been
abolished. IPv4-mapped IPv6 addresses are used by IPv6 nodes to access IPv4-only nodes. For example, if the IPv6 application on an
IPv4/IPv6 host requests to resolve the name of an IPv4-only host, the name server dynamically generates an IPv4-mapped IPv6

address and returns it to the IPv6 application.

N Multicast Addresses
The format of an IPv6 multicast address is as follows:
| 8 | 4] 4] 112 bits
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group ID

The first byte in the address is all 1s, representing a multicast address.

®  Flag field

The flag field consists of four bits. Currently only the fourth bit is specified to indicate whether this address is a known multicast
address assigned by the Internet Assigned Numbers Authority (IANA) or a temporary multicast address in a certain scenario. If the
flag bit is 0, this address is a known multicast address. If the flag bit is 1, this address is a temporary multicast address. The remaining

three flag bits are reserved for future use.

®  Scope field

The scope field consists of four bits to indicate the multicast range. That is, a multicast group includes the local node, local link, local

site, and any node in the IPv6 global address space.

®  Group D field

The group ID consists of 112 bits to identify a multicast group. A multicast ID can represent different groups based on the flag and

scope fields.

IPvé multicast addresses are prefixed with FF00:/8. One IPv6 multicast address usually identifies interfaces on a series of different
nodes. After a packet is sent to a multicast address, the packet is then forwarded to the interfaces on each node identified by this

multicast address. For a node (host or device), you must add the following multicast addresses:
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1. Multicast address for all nodes on the local link, that is, FF02::1
2. Solicited-node multicast address, prefixed with FF02:0:0:0:0:1:FF00:0000/104
If the node is a device, it also has to be added to the multicast address of all devices on the local link, that is, FF02::2.

The solicited-node multicast address corresponds to the IPv6 unicast and anycast address. You must add a corresponding
solicited-node multicast address for each configured unicast and anycast address of an IPv6 node. The solicited-node multicast
address is prefixed with FF02:0:0:0:0:1:FF00:0000/104. The remaining 24 bits are composed of the least significant 24 bits of the
unicast or anycast address. For example, if the unicast address is FE80::2AA:FF:FE21:1234, the solicited-node multicast address is

FF02::1:FF21:1234.
The solicited-node multicast address is usually used in NS packets. Its address format is as follows:

Figure 3-7

IPvE Unicast and Anycast Address

T
Prefix inlerface:lD
|
Corresponding Solicited-node Multicast Addresge 24 bits- !
h

FFO2 0 1 FF | Lower 24

N Anycast Addresses

Similar to a multicast address, an anycast address can also be shared by multiple nodes. The difference is that only one node in the
anycast address receives data packets while all nodes included in the multicast address receive data packets. Since anycast addresses
are allocated to the normal IPv6 unicast address space, they have the same formats with unicast addresses. Every member in an

anycast address must be configured explicitly for easier recognition.

/ \ Anycast addresses can be allocated only to devices and cannot be used as source addresses of packets.

RFC 2373 redefines an anycast address called subnet-router anycast address. Figure 3- 8 shows the format of a subnet-router anycast

address. Such an address consists of the subnet prefix and a series of Os (interface ID).

The subnet prefix identifies a specified link (subnet). Packets destined to the subnet-router anycast address will be forwarded to a
device on this subnet. A subnet-router anycast address is usually used by the application on a node to communicate with a device on

a remote subnet.

Figure 3-8

Format of a Subnet-router Anycast Address

it 1 hits fe- 128-n bits———»

Subnet Predix ‘ - — 4 —— 0000..0000

Related Configuration

N  cConfiguring an IPv6 Address

® No IPv6 address is configured on interfaces by default.

®  Run the ipv6 address command to configure the IPv6 unicast address and anycast address of an interface.
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®  After an interface goes up, it will automatically join the corresponding multicast group.
5.3.3 IPv6 Packet Header Format

Figure 3-9 shows the format of the IPv6 packet header.

Figure 3-9

| | l
1|l"arsic-1'l| Traffie Class Flow Label

Fayload Length Hext Header Hop Limit
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Data Fortion
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32 bits .

The IPv4 packet header is in unit of four bytes. The IPv6 packet header consists of 40 bytes, in unit of eight bytes. The IPv6 packet

header has the following fields:

® Version

This field consists of 4 bits. In an IPv6 address, this field must be 6.

®  Traffic Class

This field consists of 8 bits. This field indicates the service provided by this packet, similar to the TOS field in an IPv4 address.
®  Flow Label

This field consists of 20 bits to identify packets belonging to the same service flow. One node can act as the Tx source of multiple

service flows. The flow label and source address uniquely identify one service flow.

®  Payload Length

This field consists of 16 bits, including the packet payload length and the length of IPv6 extended options (if available). That is, it

includes the IPv6 packet length except the IPv6 packet header.

®  Next Header

This field indicates the protocol type in the header field following the IPv6 packet header. Similar to the Protocol field in the IPv4
address header, the Next Header field is used to indicate whether the upper layer uses TCP or UDP. It can also be used to indicate

existence of the IPv6 extension header.
® Hop Limit

This field consists of 8 bits. Every time a device forwards a packet, the field value reduced by 1. If the field value reaches 0, this packet

will be discarded. It is similar to the Lifetime field in the IPv4 packet header.
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®  Source Address

This field consists of 128 bits and indicates the sender address in an IPv6 packet.

®  Destination Address

This field consists of 128 bits and indicates the receiver address in an IPv6 packet.

At present, IPv6 defines the following extension headers:

®  Hop-By-Hop Options

This extension header must follow the IPv6 packet header. It consists of option data to be checked on each node along the path.
®  Routing Options (Type 0 routing header)

This extension header indicates the nodes that a packet passes through from the source address to the destination address. It
consists of the address list of the passerby nodes. The initial destination address in the IPv6 packet header is the first address among
the addresses in the routing header, but not the final destination address of the packet. After the node corresponding to the
destination address in the IPv6 packet header receives a packet, it processes the IPv6 packet header and routing header, and sends
the packet to the second address, the third address, and so on in the routing header list till the packet reaches the final destination

address.

® Fragment

The source node uses this extension header to fragment the packets of which the length exceeds the path MTU (PMTU).

®  Destination Options

This extension header replaces the option fields of IPv4. At present, the Destination Options field can only be filled with integral
multiples of 64 bits (eight bytes) if required. This extension header can be used to carry information to be checked by the destination

node.

®  Upper-layer header

This extension header indicates the protocol used at the upper layer, such as TCP (6) and UDP (17).

Another two extension headers AH and ESP will be described in the Configuring IPSec.
5.3.4 IPvé PMTUD

Similar to IPv4 Path MTU Discovery (PMTUD), IPv6 PMTUD allows a host to dynamically discover and adjust the MTU size on the data
Tx path. If the length of a data packet to be sent by a host is greater than the PMTU, the host performs packet fragmentation on its
own. In this manner, the IPv6 device does not need to perform fragmentation, saving device resources and improving the IPv6

network efficiency.

Figure 3-10




y
AP SERIES CONFIGURATION GUIDE 6 FS

MTU1500 MTU1480 MTU1400
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1500-byte packet,
7

ICMPV6 error: packet too big. PMTU: 1480
<
1480-byte packet
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7

ICMPV6 error: packet too big. PMTU: 1400
ya
N\

1400-byte packet

AN
7
As shown in Figure 3- 10, if the length of a packet to be sent by the host is greater than the PMTU, the router discards this packet and
sends an ICMPv6 Packet Too Big message containing its PMTU to the host. The host then fragments the packet based on the new
PMTU. In this manner, the router does not need to perform fragmentation, saving router resources and improving the IPv6 network

efficiency.
Related Configuration

N  configuring the IPv6 MTU of an Interface

® Thedefault IPv6 MTU is 1500 on an Ethernet interface.

®  Run the ipv6 mtu command to modify the IPv6 MTU of an interface.
5.3.5 IPv6 Neighbor Discovery

NDP is a basic part of IPv6. Its main functions include router discovery, prefix discovery, parameter discovery, address
auto-configuration, address resolution (like ARP), next-hop determination, NUD, DAD, and redirection. NDP defines five ICMP packets:
RS (ICMP type: 133), RA (ICMP type: 134), NS (similar to ARP request, ICMP type: 135), NA (similar to ARP reply, ICMP type: 136), ICMP
Redirect (ICMP type: 137).

All the above ICMP packets carry one or multiple options. These options are optional in some cases but are significant in other cases.
NDP mainly defines five options: Source Link-Layer Address Option, Type=1; Target Link-Layer Address Option, Type=2; Prefix
Information Option, Type=3; Redirection Header Option, Type=4; MTU Option, Type=5.

N Address Resolution

When a node attempts to communicate with another, the node has to obtain the link-layer address of the peer end by sending it an
NS packet. In this packet, the destination address is the solicited-node multicast address corresponding to the IPv6 address of the
destination node. This packet also contains the link-layer address of the source node. After receiving this NS packet, the peer end
replies with an NA packet in which the destination address is the source address of the NS packet, that is, the link-layer address of the

solicited node. After receiving this NA packet, the source node can communicate with the destination node.
Figure 3- 11 shows the address resolution process.

Figure 3-11
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lpwB Neighbor Discovery (Neighbor solicitation packet)

" -

—

lempE Type=135

Sro=4, =

Dzt=B's Solicted-node Multicast

Diata=4's Link-layer Address lcmpE Type=136
Cery=ivhat iz B's link-layer addrezsy Scr=B

= Drat=A,
Diata=B's Link-leayer Address
A and B are ready to communicate now.

N NuD

If the reachable time of a neighbor has elapsed but an IPv6 unicast packet needs to be sent to it, the device performs NUD.

While performing NUD, the device can continue to forward IPv6 packets to the neighbor.

N paD

To know whether the IPv6 address configured for a host is unique, the device needs to perform DAD by sending an NS packet in

which the source IPv6 address is the unspecified address.

If a device detects an address conflict, this address is set to the duplicate status so that the device cannot receive IPv6 packets with
this address being the destination address. Meanwhile, the device also starts a timer for this duplicate address to periodically

perform DAD. If no address conflict is detected in re-detection, this address can be properly used.

N  Router, Prefix, and Parameter Discovery

A device periodically sends RA packets to all local nodes on the link.
Figure 3- 12 shows the RA packet sending process.
Figure 3-12

Ipw6 Meighbor Discovery (Router Advertisement Fackeﬂ

Router Advertisement (RA)
Me:ssags

lcmpt Type=134

Src=Link Local Address of Router

Dst=hulticast Link Local Address of All Nodaes FFO2 ;@ 1

Data=Including Opticns, Router Life Span, Address Prefix List, and Some
Other Information for Automatic Configuration of Hosts

An RA packet usually contains the following content:

®  One or multiple IPv6 address prefixes (used for on-link determination or stateless address auto-configuration)
®  validity of the IPv6 address prefix

®  Host auto-configuration method (stateful or stateless)
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®  Default device information (whether the device acts as the default device; if yes, the interval for acting as the default device is

also included.)

®  Otherinformation provided for host configuration, such as hop limit, MTU, and NS retransmission interval

RA packets can also be used as replies to the RS packets sent by a host. Using RS packets, a host can obtain the auto-configured
information immediately after started rather than wait for the RA packets sent by the device. If no unicast address is configured for a
newly started host, the host includes the unspecified address (0:0:0:0:0:0:0:0) as the source address in the RS packet. Otherwise, the
host uses the configured unicast address as the source address and the multicast address of all local routing devices (FF02::2) as the
destination address in the RS packet. As an reply to the RS packet, the RA packet uses the source address of the RS packet as the

destination address (if the source address is the unspecified address, it uses the multicast address of all local nodes (FF02::1).
In an RA packet, the following parameters can be configured:
®  Ra-interval: Interval for sending the RA packet.

®  Ra-lifetime: Lifetime of a router, that is, whether the device acts as the default router on the local link and the interval for acting

as the default router.

®  Prefix: Prefix of an IPv6 address on the local link. It is used for on-link determination or stateless address auto-configuration,

including other parameter configurations related to the prefix.

Ns-interval: NS packet retransmission interval.

Reachabletime: Period when the device regards a neighbor reachable after detecting a Confirm Neighbor Reachability event.
Ra-hoplimit: Hops of the RA packet, used to set the hop limit for a host to send a unicast packet.

Ra-mtu: MTU of the RA packet.

Managed-config-flag: Whether a host receiving this RA packet obtains the address through stateful auto-configuration.

Other-config-flag: Whether a host receiving this RA packet uses DHCPv6 to obtain other information except the IPv6 address

for auto-configuration.
Configure the above parameters when configuring IPv6 interface attributes.
N Redirection

If a router receiving an IPv6 packet finds a better next hop, it sends the ICMP Redirect packet to inform the host of the better next

hop. The host will directly send the IPv6 packet to the better next hop next time.

N Maximum Number of Unresolved ND Entries

®  You can configure the maximum number of unresolved ND entries to prevent malicious scanning network segments from

generating a large number of unresolved ND entries and occupying excessive memory space.

A  Maximum Number of ND Options

®  You can configure the maximum number of ND options to prevent forged ND packets from carrying unlimited ND options and

occupying excessive CPU space on the device.

A  Maximum Number of Neighbor Learning Entries on an Interface

®  You can configure the maximum number of neighbor learning entries on an interface to prevent neighbor learning attacks

from occupying ND entries and memory space of the device and affecting forwarding efficiency of the device.
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Related Configuration

A

Enabling IPv6 Redirection

By default, ICMPv6 Redirect packets can be sent on IPv6 interfaces.

Run the no ipv6 redirects command in interface configuration mode to prohibit an interface from sending Redirect packets.
Configuring IPv6é DAD

By default, an interface sends one NS packet to perform IPv6 DAD.

Run the ipv6 nd dad attempts value command in interface configuration mode to configure the number of NS packets

consecutively sent by DAD. Value 0 indicates disabling DAD for IPv6 addresses on this interface.
Run the no ipv6 nd dad attempts command to restore the default configuration.
By default, the device performs DAD on duplicate IPv6 addresses every 60 seconds.

Run the ipv6 nd dad retry value command in global configuration mode to configure the DAD interval. Value 0 indicates
disabling DAD for the device.

Run the no ipv6 nd dad retry command to restore the default configuration.
Configuring the Reachable Time of a Neighbor

The default reachable time of an IPv6 neighbor is 30s.

Run the ipv6 nd reachable-time milliseconds command in interface configuration mode to modify the reachable time of a

neighbor.

Configuring the Stale Time of a Neighbor

The default stale time of an IPv6 neighbor is 1 hour. After the time elapses, the device performs NUD.

Run the ipv6 nd stale-time seconds command in interface configuration mode to modify the stale time of a neighbor.
Configuring Prefix Information

By default, the prefix in an RA packet on an interface is the prefix configured in the ipv6 address command on the interface.

Run the ipv6 nd prefix command in interface configuration mode to add or delete prefixes and prefix parameters that can be

advertised.

Enabling/disabling RA Suppression

By default, an IPv6 interface does not send RA packets.

Run the no ipv6 nd suppress-ra command in interface configuration mode to disable RA suppression.

Configuring the Maximum Number of Unresolved ND Entries

The default value is 0, indicating no restriction. It is only restricted to the ND entry capacity supported by the device.

Run the ipv6 nd unresolved number command in global configuration mode to restrict the number of unresolved neighbors.

After the entries exceed this restriction, the device does not actively resolve subsequent packets.

Configuring the Maximum Number of ND Options
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®  Run the ipv6 nd max-opt value command in global configuration mode to restrict the number of ND options to be processed.

The default value is 10.

N  configuring the Maximum Number of ND Entries Learned on an Interface

®  Run the ipv6 nd cache interface-limit value command in interface configuration mode to restrict the number of neighbors

learned on an interface. The default value is 0, indicating no restriction.
5.3.6 IPv6 Source Routing

Working Principle

Similar to the IPv4 loose source routing and loose record routing options, the IPv6 routing header is used to specify the intermediate

nodes that the packet passes through along the path to the destination address. It uses the following format:

Figure 3-13
One byte Cne byte One byle One byle
Extended Roule type Remaining
it heatley header length =1 segments

Data specific to each route type

The Segments Left field is used to indicate how many intermediate nodes are specified in the routing header for the packet to pass

through from the current node to the final destination address.

Currently, two routing types are defined: 0 and 2. The Type 2 routing header is used for mobile communication. RFC 2460 defines the

Type 0 routing header (similar to the loose source routing option of IPv4). The format of the Type 0 routing header is as follows:

Figure 3-14
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One byte One byte One byte One byle
Extended Route type Remaining
SRR el header length =0 segments
Reserved
Address 1
Address N

The following example describes the application of the Type 0 routing header, as shown in Figure 3-15.

Figure 3-15

1001 : :2 @m}z D3 1003 : 1
1001 : 1 1002 - 1 @ 1003 ; 7Py

Host 1 Fouter 1 Fouter 2 Fouter 3 Host 2

Host 1 sends Host 2 a packet specifying the intermediate nodes Router 2 and Router 3. The following table lists the changes of fields

related to the IPv6 header and routing header during the forwarding process.

Fields in the IPv6 Header Fields Related to the Type 0 Routing Header
Node

Host 1 Source address=1000::2 Segments Left=2
Destination address=1001::1 (Address of Router 2) Address 1=1002::1 (Address of Router 3)
Address 2=1003::2 (Address of Host 2)

Router 1 No change
Router 2 Source address=1000::2 Segments Left=1
Destination address=1002::1 (Address of Router 3) Address 1=1001::1 (Address of Router 2)
Address 2=1003::2 (Address of Host 2)
Router 3 Source address=1000::2 Segments Left=0
Destination address=1003::2 (Address of Host 2) Address 1=1001::1 (Address of Router 2)

Address 1=1002::2 (Address of Router 3)
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Host 2 No change
The forwarding process is as follows:

1. Host 1 sends a packet in which the destination address is Router 2's address 1001::1, the Type 0 routing header is filled with
Router 3's address 1002::1 and Host 2's address 1003::2, and the value of the Segments Left field is 2.

2. Router 1 forwards this packet to Router 2.

3. Router 2 changes the destination address in the IPv6 header to Address 1 in the routing header. That is, the destination address
becomes Router 3's address 1002::1, Address 1 in the routing header becomes Router 2's address 1001::1, and the value of the

Segments Left field becomes 1. After modification, Router 2 forwards the packet to Router 3.

4. Router 3 changes the destination address in the IPv6 header to Address 2 in the routing header. That is, the destination address
becomes Host 2's address 1003::2, Address 2 in the routing header becomes Router 3's address 1002::1, and the value of the

Segments Left field becomes 0. After modification, Router 3 forwards the packet to Host 2.

The Type 0 routing header may be used to initiate DoS attacks. As shown in Figure 3- 16, Host 1 sends packets to Host 2 at 1 Mbps
and forges a routing header to cause multiple round-trips between Router 2 and Router 3 (50 times from Router 2 to Router 3 and 49
times from Router 3 to Router 2). At the time, the routing header generates the traffic amplification effect:" 50 Mbps from Router 2 to

Router 3 and 49 Mbps from Router 3 to Router 2." Due to this security problem, RFC 5095 abolished the Type 0 routing header.

Figure 3-16
1000 : =2 1000 ; :* aoMbps 1003 : 2
h— @— —
h—— & S =M
1 Mbps 1 MEJF'S Router 2 S0Mbps 1Mbps
Hozt 1 Router 1 Router 3 Host 2
IPvE Packet

Source Address 10002

Destination Address 1001:1 ;
Host 1 sends packets to Host 2, passing through Router 2, Router 3,

Segments Left inthe Type 0 Fouter 2, and Router 3, ...
Routing Header: 100 Each packet iz sent S0 times from Router 2 to Router 3 and 43 times
Address 1: 10021 from Router 3 to Router 2.

Address 20 1001::1
Addreszs 3010021
Addrezz 4: 10021

Address 99 1002:1
Addrezs 100; 10032

Related Configuration

N  Enabling IPv6 Source Routing

® The Type 0 routing header is not supported by default.

®  Run the ipv6 source-route command in global configuration mode to enable IPv6 source routing.
5.3.7 Restricting the Sending Rate of ICMPv6 Error Messages

Working Principle
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The destination node or intermediate router sends ICMPv6 error messages to report the errors incurred during IPv6 data packet
forwarding and transmission. There are mainly four types of error messages: Destination Unreachable, Packet Too Big, Time

Exceeded, and Parameter Problem.

When receiving an invalid IPv6 packet, a device discards the packet and sends back an ICMPv6 error message to the source IPv6
address. In the case of invalid IPv6 packet attacks, the device may continuously reply to ICMPv6 error messages till device resources
are exhausted and thereby fail to properly provide services. To solve this problem, you can restrict the sending rate of ICMPv6 error

messages.

If the length of an IPv6 packet to be forwarded exceeds the IPv6 MTU of the outbound interface, the router discards this IPv6 packet
and sends back an ICMPv6 Packet Too Big message to the source IPv6 address. This error message is mainly used as part of the IPv6
PMTUD process. If the sending rate of ICMPv6 error messages is restricted due to excessive other ICMPv6 error messages, ICMPv6
Packet Too Big messages may be filtered, causing failure of IPv6 PMTUD. Therefore, it is recommended to restrict the sending rate of

ICMPv6 Packet Too Big messages independently of other ICMPv6 error messages.

Although ICMPv6 Redirect packets are not ICMPv6 error messages, FS recommends restricting their rates together with ICMPv6 error

messages except Packet Too Big messages.

Related Configuration

N  Configuring the Sending Rate of ICMPv6 Packet Too Big Messages

® Thedefault rate is 10 per 100 ms.

®  Run the ipv6 icmp error-interval too-big command to configure the sending rate of ICMPv6 Packet Too Big messages.
AN Configuring the Sending Rate of Other ICMPv6 Error Messages

® Thedefault rate is 10 per 100 ms.

®  Run the ipv6 icmp error-interval command to configure the sending rate of other ICMPv6 error messages.
5.3.8 IPv6 Hop Limit

Working Principle

An IPv6 data packet passes through routers from the source address and destination address. If a hop limit is configured, it decreases
by one every time the packet passes through a router. When the hop limit decreases to 0, the router discards the packet to prevent
this useless packet from being unlimitedly transmitted on the network and wasting network bandwidth. The hop limit is similar to

the TTL of IPv4.

Related Configuration

N  configuring the IPv6 Hop Limit

®  The default IPv6 hop limit of a device is 64.

®  Run the ipv6 hop-limit command to configure the IPv6 hop limit of a device.

5.4 Configuration

Description and Command

Configuring an IPv6 Address & (Mandatory) It is used to configure IPv6 addresses and enable IPv6.
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Configuring IPv6 NDP

Enabling PMTUD

Enabling IPv6 Source Routing

Configuring the Sending Rate
of ICMPv6 Error Messages

Configuring the IPv6 Hop Limit

Description and Command
ipv6 enable Enables IPv6 on an interface.

ipv6 address Configures the IPv6 unicast address of an interface.

é;’\! (Optional) It is used to enable IPv6 redirection on an interface.
ipv6 redirects Enables IPv6 redirection on an interface.

& (Optional) It is used to enable DAD.

Configures the number of consecutive NS packets sent during

DAD.

ipv6 nd dad attempts

é§ (Optional) It is used to configure ND parameters.

ipv6 nd reachable-time Configures the reachable time of a neighbor.
ipv6 nd prefix Configures the address prefix to be advertised in an RA packet.
ipv6 nd suppress-ra Enables RA suppression on an interface.

A (Optional) It is used to configure the maximum number of unresolved ND entries.

ipv6 nd unresolved Configures the maximum number of unresolved ND entries.

& (Optional) It is used to configure the maximum number of unresolved ND entries.

ipv6 nd max-opt Configures the maximum number of ND options.

é% (Optional) It is used to configure the maximum number of neighbors learned on an interface.

Configures the maximum number of neighbors learned on an
ipv6 nd cache interface-limit
interface.

é (Optional) It is used to restrict the MTU of IPv6 packets sent on an interface.

ipv6 mtu Configures the IPv6 MTU.

A (Optional) It is used to enable IPv6 source routing.

Configures the device to forward IPv6 packets carrying the
ipv6 source-route

& Optional.

ipv6 icmp error-interval Configures the sending rate of ICMPv6 Packet Too Big

routing header.

too-big messages.

Configures the sending rates of other ICMPv6 error messages
ipv6 icmp error-interval
and ICMPv6 Redirect packets.

4/5 (Optional) It is used to restrict the hop limit of IPv6 unicast packets sent on an interface.

ipv6 hop-limit Configures the IPv6 hop limit.

5.4.1 Configuring an IPv6 Address

Configuration Effect

Configure the IPv6 address of an interface to implement IPv6 network communication.

Configuration Steps
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N  Enabling IPv6 on an Interface

®  (Optional) If you do not want to enable IPv6 by configuring an IPv6 address, run the ipvé enable command.
N cConfiguring the IPv6 Unicast Address of an Interface

® Mandatory.

Verification

Run the show ipv6 interface command to check whether the configured address takes effect.

Related Commands

N Enabling IPv6 on an Interface

Command ipv6 enable

Parameter N/A

Description

Command Interface configuration mode

Mode

Usage Guide IPv6 can be enabled on an interface by two methods: 1) running the ipv6 enable command in interface

configuration mode; 2) configuring an IPv6 address on the interface.
If an IPv6 address is configured on an interface, IPv6 is automatically enabled on this interface. In this case, IPv6

cannot be disabled even when you run the no ipv6 enable command.

N cConfiguring the IPv6 Unicast Address of an Interface

Command ipv6 address ipv6-address / prefix-length
ipv6 address ipv6-prefix / prefix-length eui-64
ipv6 address prefix-name sub-bits / prefix-length [ eui-64 ]
Parameter ipv6-address: Indicates the IPv6 address, which must comply with the address format defined in RFC 4291.
Description Separated by a colon (:), each address field consists of 16 bits and is represented by hexadecimal digits.
ipv6-prefix: Indicates the IPv6 address prefix, which must comply with the address format defined in RFC 4291.
prefix-length: Indicates the length of the IPv6 address prefix, that is, the part representing the network in the IPv6
address.
prefix-name: Indicates the name of the universal prefix. This specified universal prefix is used to create the interface
address.
sub-bits: Indicates the subprefix bits and host bits of the address to be concatenated with the prefixes provided by
the general prefix specified with the prefix-name parameter. This value is combined with the universal prefix to
create the interface address. This value must be in the form documented in RFC 4291.

eui-64: Indicates the created IPv6 address, consisting of the configured address prefix and 64-bit interface ID.

Command Interface configuration mode

Mode

Usage Guide If an IPv6 interface is created and is Up state, the system automatically generates a link-local address for this
interface.

The IPv6 address of an interface can also be created by the universal prefix mechanism. That is, IPv6 address =
Universal prefix + Sub prefix + Host bits. The universal prefix can be configured by running the ipv6

general-prefix command or learned by the prefix discovery function of the DHCPv6 client (see the Configuring
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DHCPv6). Sub prefix + Host bits are specified by the sub-bits and prefix-length parameters in the ipv6 address
command.

If you run the no ipv6 address command without specifying an address, all manually configured addresses will be
deleted.

Run the no ipv6 address ipv6-prefix/prefix-length eui-64 command to delete the configured address.

Configuration Example

N  configuring an IPv6 Address on an Interface

Configuration

Steps

Verification

Enable IPv6 on the GigabitEthernet 0/0 interface and add IPv6 address 2000::1 to the interface.

FS(config)#interface gigabitEthernet 0/0
FS(config-if-GigabitEthernet 0/0)#ipv6 enable
FS(config-if-GigabitEthernet 0/0)#ipv6 address 2000::1/64

Run the show ipv6 interface command to verify that an address is successfully added to the GigabitEthernet 0/0

interface.

FS(config-if-GigabitEthernet 0/0)#show ipv6 interface gigabitEthernet 0/0

interface GigabitEthernet 0/0 is Down, ifindex: 1, vrf_id 0
address(es):
Mac Address: 00:00:00:00:00:00
INET6: FE80::200:FF:FE00:1 [ TENTATIVE ], subnet is FE80::/64
INET6: 2000::1 [ TENTATIVE ], subnet is 2000::/64
Joined group address(es):
MTU is 1500 bytes
ICMP error messages limited to one every 100 milliseconds
ICMP redirects are enabled
ND DAD is enabled, number of DAD attempts: 1
ND reachable time is 30000 milliseconds
ND advertised reachable time is 0 milliseconds
ND retransmit interval is 1000 milliseconds
ND advertised retransmit interval is 0 milliseconds
ND router advertisements are sent every 200 seconds<160--240>

ND router advertisements live for 1800 seconds

5.4.2 Configuring IPv6 NDP

Configuration Effect
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Configure NDP-related attributes, for example, enable IPv6 redirection and DAD.

Notes

RA suppression is enabled on interfaces by default. To configure a device to send RA packets, run the no ipvé nd suppress-ra

command in interface configuration mode.

Configuration Steps

A

Enabling IPv6 Redirection on an Interface

(Optional) IPv6 redirection is enabled by default.

To disable IPv6 redirection on an interface, run the no ipv6 redirects command.
Configuring the Number of Consecutive NS Packets Sent During DAD

Optional.

To prevent enabling DAD for IPv6 addresses on an interface or modify the number of consecutive NS packets sent during DAD,

run the ipv6 nd dad attempts command.

Configuring the Reachable Time of a Neighbor

Optional.

To modify the reachable time of a neighbor, run the ipvé nd reachable-time command.

Configuring the Address Prefix to Be Advertised in an RA Packet

By default, the prefix in an RA packet on an interface is the prefix configured in the ipvé address command on the interface.

(Optional) Run the ipv6 nd prefix command to add or delete prefixes and prefix parameters that can be advertised. Or run the

peer default ipv6 pool command to assign a prefix from the prefix pool for advertisement

Enabling/Disabling RA Suppression on an Interface

Optional.

If a device needs to send RA packets, run the no ipv6 nd suppress-ra command.
Configuring the Maximum Number of Unresolved ND Entries

Optional.

If a large number of unresolved ND entries are generated due to scanning attacks, run the ipvé nd unresolved command to

restrict the number of unresolved neighbors.

Configuring the Maximum Number of ND Options

Optional.

If a device needs to process more options, run the ipvé nd max-opt command.
Configuring the Maximum Number of ND Entries Learned on an Interface

Optional.
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® If the number of IPv6 hosts is controllable, run the ipvé nd cache interface-limit command to restrict the number of

neighbors learned on an interface. This prevents ND learning attacks from occupying the memory space and affecting device

performance.

Verification

Run the following commands to check whether the configuration is correct:

® show ipv6 interface interface-type interface-num: Check whether the configurations such as the redirection function,

reachable time of a neighbor, and NS sending interval take effect.

® show ipv6 interface interface-type interface-num ra-inifo: Check whether the prefix and other information configured for RA

packets are correct.

® showrun

Related Commands

N  Enabling IPv6 Redirection on an Interface

Command
Parameter
Description
Command
Mode

Usage Guide

ipv6 redirects

N/A

Interface configuration mode

All ICMPv6 error messages are transmitted at a limited transmission rate. By default, a maximum number of 10

ICMPv6 error messages are transmitted per second (10 pps).

AY| Configuring the Number of Consecutive NS Packets Sent During DAD

Command
Parameter
Description
Command
Mode

Usage Guide

ipv6 nd dad attempts value

value: Indicates the number of NS packets.

Interface configuration mode

You need to enable DAD before configuring an IPv6 address on an interface. Then the address is in tentative state.
If no address conflict is detected by DAD, this address can be correctly used. If an address conflict is detected and
the interface ID of this address uses EUI-64, duplicate link-layer addresses exist on this link. In this case, the system
automatically disables this interface to prevent IPv6-related operations on this interface). At the time, you must
configure a new address and restart the interface to re-enable DAD. When an interface changes from the down

state to the up state, DAD is re-enabled for the addresses on this interface.

N configuring the Reachable Time of a Neighbor

Command
Parameter
Description
Command
Mode

Usage Guide

ipv6 nd reachable-time milliseconds
milliseconds: Indicates the reachable time of a neighbor, ranging from 0 to 3,600,000. The unit is millisecond. The
default value is 30s.

Interface configuration mode

A device detects unreachable neighbors based on the configured reachable time. The shorter the configured
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reachable time, the faster the device detects unreachable neighbors but the more it consumes network bandwidth
and device resources. Therefore, it is not recommended to set this time too small.
The configured value is advertised in an RA packet and is also used on the device. If the value is 0, the reachable

time is not specified on the device and it is recommended to use the default value.

A  Configuring the Address Prefix to Be Advertised in an RA Packet

Command

Parameter

Description

Command
Mode

Usage Guide

ipv6 nd prefix {ipv6-prefix/prefix-length | default} [ [ valid-lifetime { infinite | preferred-lifetime } 1 | [ at valid-date
preferred-date | | [infinite {infinite | preferred-lifetime}]] [no-advertise] | [ off-link ] [ no-autoconfig 1]

ipv6-prefix: Indicates the network ID of IPv6, which must comply with the address representation format in RFC
4291.

prefix-length: Indicates the length of the IPv6 address prefix. A slash (/) must be added before the prefix.
valid-lifetime: Indicates the period when a host receiving the prefix of an RA packet regards the prefix valid. The
value ranges from 0 to 4,294,967,295. The default value is 30 days.

preferred-lifetime: Indicates the preferred period when a host receiving the prefix of an RA packet regards the prefix
valid. The value ranges from 0 to 4,294,967,295. The default value is 7 days.

at valid-date preferred-date: Indicates the valid date and preferred deadline configured for the RA prefix. It uses the
format of dd+mm-+yyyy+hh+mm.

infinite: Indicates that the prefix is permanently valid.

default: Indicates that the default parameter configuration is used.

no-advertise: Indicates that the prefix is not advertised by a router.

off-link: If the prefix of the destination address in the IPv6 packet sent by a host matches the configured prefix, the
device regards the destination address on the same link and directly reachable. This parameter indicates that this
prefix does not require on-link determination.

no-autoconfig: Indicates that the prefix in the RA packet received by a host cannot be used for address
auto-configuration.

Interface configuration mode

This command can be used to configure parameters related to each prefix, including whether to advertise this
prefix. By default, an RA packet uses the prefix configured by running the ipv6 address command. Run the ipv6
nd prefix command to add other prefixes.

Run the ipv6 nd prefix default command to configure the default parameters for an interface. That is, if no
parameter is specified when a prefix is added, use the parameters configured in the ipvé nd prefix default
command as the parameters of the new prefix. The default parameter configurations are abandoned once a
parameter is specified for the prefix. That is, when you use the ipv6 nd prefix default command to modify the
default parameter configurations, only the prefix configured for the default parameters changes and
configurations of the prefix remain the same.

at valid-date preferred-date: You can specify the valid date of the prefix in two methods: 1) specifying a fixed time
for each prefix in an RA packet; 2) specifying the deadline. In the second method, the valid date of the prefix in

each RA packet decreases till it becomes 0.

N  Enabling/Disabling RA Suppression on an Interface

Command
Parameter

Description

ipv6 nd suppress-ra

N/A
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Command Interface configuration mode
Mode
Usage Guide To enable RA suppression on an interface, run the ipv6 suppress-ra command.

N  Configuring the Maximum Number of Unresolved ND Entries

Command ipv6 nd unresolved number

Parameter number: Indicates the maximum number of unresolved ND entries.

Description

Command Global configuration mode

Mode

Usage Guide To prevent malicious scanning attacks from creating a large number of unresolved ND entries and occupying entry

resources, you can restrict the number of unresolved ND entries.

N configuring the Maximum Number of ND Options

Command ipv6 nd max-opt value

Parameter value: Indicates the number of supported ND options.

Description

Command Global configuration mode

Mode

Usage Guide Configure the maximum number of ND options processed by a device, such as link-layer address option, MTU

option, redirection option, and prefix option.

N  configuring the Maximum Number of ND Entries Learned on an Interface

Command ipv6 nd cache interface-limit value

Parameter value: Indicates the maximum number of neighbors learned by an interface.

Description

Command Interface configuration mode

Mode

Usage Guide Restricting the number of ND entries learned on an interface can prevent malicious neighbor attacks. If this

number is not restricted, a large number of ND entries will be generated on the device, occupying excessive
memory space. The configured value must be equal to or greater than the number of the ND entries learned by the
interface. Otherwise, the configuration does not take effect. The configuration is subject to the ND entry capacity

supported by the device.
Configuration Example

N Enabling IPv6 Redirection on an Interface

Configuration = Enable IPv6 redirection on interface GigabitEthernet 0/0.

Steps
FS(config-if-GigabitEthernet 0/0)#ipv6 redirects
Verification Run the show ipv6 interface command to check whether the configuration takes effect.

FS#show ipv6 interface gigabitEthernet 0/0
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Configuration

Steps

Verification

Enable IPv6 redirection on interface GigabitEthernet 0/0.

FS(config-if-GigabitEthernet 0/0)#ipv6 redirects

Run the show ipv6 interface command to check whether the configuration takes effect.

interface GigabitEthernet 0/0 is Down, ifindex: 1, vrf_id O
address(es):
Mac Address: 00:00:00:00:00:00
INET6: FE80::200:FF:FE00:1 [ TENTATIVE ], subnet is FE80::/64
Joined group address(es):
MTU is 1500 bytes
ICMP error messages limited to one every 100 milliseconds
ICMP redirects are enabled
ND DAD is enabled, number of DAD attempts: 1
ND reachable time is 30000 milliseconds
ND advertised reachable time is 0 milliseconds
ND retransmit interval is 1000 milliseconds
ND advertised retransmit interval is 0 milliseconds
ND router advertisements are sent every 200 seconds<160--240>

ND router advertisements live for 1800 seconds

N  configuring IPv6 DAD

Configuration

Steps

Verification

Configure the interface to send three consecutive NS packets during DAD.

FS(config-if-GigabitEthernet 0/0)# ipv6 nd dad attempts 3

Run the show ipv6 interface command to check whether the configuration takes effect.

FS#show ipv6 interface gigabitEthernet 0/0

interface GigabitEthernet 0/0 is Down, ifindex: 1, vrf_id O
address(es):
Mac Address: 00:00:00:00:00:00
INET6: FE80::200:FF:FE00:1 [ TENTATIVE ], subnet is FE80::/64
Joined group address(es):
MTU is 1500 bytes

ICMP error messages limited to one every 100 milliseconds

6&Fs
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ICMP redirects are enabled

ND DAD is enabled, number of DAD attempts: 3

ND reachable time is 30000 milliseconds

ND advertised reachable time is 0 milliseconds

ND retransmit interval is 1000 milliseconds

ND advertised retransmit interval is 0 milliseconds

ND router advertisements are sent every 200 seconds<160--240>
ND router advertisements live for 1800 seconds

FS(config-if-GigabitEthernet 0/0)#

N  cConfiguring Prefix Information in an RA Packet

Configuration = Add a prefix 1234::/64 to interface GigabitEthernet 0/0.
Steps

FS(config-if-GigabitEthernet 0/0)#ipv6 nd prefix 1234::/6
Verification Run the show ipv6 interface command to check whether the configuration takes effect.

FS#show ipv6 interface gigabitEthernet 0/0 ra-info

GigabitEthernet 0/0: DOWN (RA is suppressed)
RA timer is stopped
waits: 0, initcount: 0
statistics: RA(out/in/inconsistent): 0/0/0, RS(input): 0
Link-layer address: 00:00:00:00:00:00
Physical MTU: 1500
ND router advertisements live for 1800 seconds
ND router advertisements are sent every 200 seconds<160--240>
Flags: IM!O, Adv MTU: 1500
ND advertised reachable time is 0 milliseconds
ND advertised retransmit time is 0 milliseconds
ND advertised CurHopLimit is 64
Prefixes: <total: 1>

1234::/64(Def, CFG, vitime: 2592000, pltime: 604800, flags: LA)

AY| Configuring RA Packets to Obtain Prefixes from the Prefix Pool

Configuration Configure RA packets to obtain prefixes from the prefix pool "ra-pool".

Steps
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Verification

FS(config-if-GigabitEthernet 0/0)#peel default ipv6 pool ra-pool
Run the show run command to check whether the configuration takes effect.

FS(config-if-GigabitEthernet 0/0)#show run interface gigabitEthernet 0/0

Building configuration...

Current configuration : 125 bytes

interface GigabitEthernet 0/0
ipv6 enable
no ipv6 nd suppress-ra

peel default ipvé pool ra-pool

N Dpisabling RA Suppression

Configuration

Steps

Verification

Disable RA suppression on an interface.

FS(config-if-GigabitEthernet 0/0)# no ipv6 nd suppress-ra

Run the show run command to check whether the configuration takes effect.

FS(config-if-GigabitEthernet 0/0)#show run interface gigabitEthernet 0/0

Building configuration...

Current configuration : 125 bytes

interface GigabitEthernet 0/0
ipv6 enable

no ipv6 nd suppress-ra

N  Configuring the Maximum Number of Unresolved ND Entries

Configuration

Steps

Verification

Set the maximum number of unresolved ND entries to 200.

FS(config)# ipv6 nd unresolved 200

Run the show run command to check whether the configuration takes effect.

FS#show run
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Configuration = Set the maximum number of unresolved ND entries to 200.

Steps

FS(config)# ipv6 nd unresolved 200

Verification Run the show run command to check whether the configuration takes effect.

ipv6 nd unresolved 200

N configuring the Maximum Number of ND Options

Configuration = Set the maximum number of ND options to 20.

Steps

FS(config)# ipv6 nd max-opt 20

Verification Run the show run command to check whether the configuration takes effect.

FS#show run

ipv6 nd max-opt 20

N  configuring the Maximum Number of ND Entries Learned on an Interface

Configuration = Set the maximum number of ND entries learned on an interface to 100.

Steps

FS(config-if-GigabitEthernet 0/1)# ipv6 nd cache interface-limit 100

Verification Run the show run command to check whether the configuration takes effect.

FS#show run

!
interface GigabitEthernet 0/1

ipv6 nd cache interface-limit 100

5.4.3 Enabling PMTUD

Configuration Effect

When sending an IPv6 packet, a host fragments the packet based on the PMTU.
Notes

The IPv6 MTU of an interface must be less than or equal to the interface MTU.
Configuration Steps

N  configuring the IPv6 MTU of an Interface

6&Fs
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® Optional.

Verification

®  Run the show run command to check whether the configuration is correct.
®  Run the show ipv6 interface command to check whether the IPv6 MTU of an interface is correct.

®  Capture the locally sent IPv6 packets of which the length exceeds the PMTU. The packet capture result shows that the IPv6
packet is fragmented based on the PMTU.

Related Commands

N  configuring the IPv6 MTU of an Interface

Command ipv6 mtu bytes

Parameter bytes: Indicates the MTU of an IPv6 packet, ranging from 1280 to 1500. The unit is byte.
Description

Command Interface configuration mode

Mode

Usage Guide N/A
Configuration Example

N  configuring the IPv6 MTU of an Interface

Configuration = Change the IPv6 MTU of interface GigabitEthernet 0/0 to 1,300.
Steps

FS(config-if-GigabitEthernet 0/0)#ipv6 mtu 1300
Verification Run the show ipv6 interface command to check whether the configuration takes effect.

FS(config-if-GigabitEthernet 0/0)#show ipv6 interface

interface GigabitEthernet 0/ is Down, ifindex: 1, vrf_id 0
address(es):
Mac Address: 00:d0:f8:22:33:47
INET6: FE80::2D0:F8FF:FE22:3347 [ TENTATIVE ], subnet is FE80::/64
INET6: 1020::1 [ TENTATIVE ], subnet is 1020::/64
INET6: 1023::1 [ TENTATIVE ], subnet is 1023::/64
Joined group address(es):
MTU is 1300 bytes
ICMP error messages limited to one every 100 milliseconds
ICMP redirects are enabled
ND DAD is enabled, number of DAD attempts: 1

ND reachable time is 30000 milliseconds
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Configuration = Change the IPv6 MTU of interface GigabitEthernet 0/0 to 1,300.
Steps

FS(config-if-GigabitEthernet 0/0)#ipv6 mtu 1300

Verification Run the show ipv6 interface command to check whether the configuration takes effect.

ND advertised reachable time is 0 milliseconds

ND retransmit interval is 1000 milliseconds

ND advertised retransmit interval is 0 milliseconds

ND router advertisements are sent every 200 seconds<160--240>

ND router advertisements live for 1800 seconds

5.4.4 Enabling IPv6 Source Routing

Configuration Effect

RFC 5095 abolished the Type 0 routing header. FS devices do not support the Type 0 routing header by default. The administrator

can run the ipv6 source-route command to in global configuration mode to enable IPv6 source routing.
Configuration Steps
N Enabling IPv6 Source Routing

® Optional.

® Toenable IPv6 source routing, run the ipv6é source-route command.
Verification
The device can properly forward packets carrying the Type 0 routing header.

Related Commands

N  Enabling IPv6 Source Routing

Command ipv6 source-route

Parameter N/A

Description

Command Global configuration mode

Mode

Usage Guide Since the Type 0 header may cause the device prone to DoS attacks, the device does not forward IPv6 packets

carrying the routing header by default, but still processes IPv6 packets with itself being the final destination

address and the Type 0 routing header.
Configuration Example

N Enabling IPv6 Source Routing

Configuration = Enable IPv6 source routing.

Steps
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FS(config)#ipv6 source-route

Verification Run the show run command to check whether the configuration takes effect.

FS#show run | inc ipv6 source-route

ipv6 source-route

5.4.5 Configuring the Sending Rate of ICMPv6 Error Messages

Configuration Effect

Configure the sending rate of ICMPV6 error messages.

Configuration Steps

N  Configuring the Sending Rate of ICMPv6 Packet Too Big Messages

® Optional.

® If a device receives many IPv6 packets with the packet length exceeding the IPv6 MTU of the outbound interface and thereby
sends many ICMPv6 Packet Too Big messages to consume much CPU resources, run the ipvé icmp error-interval too-big
command to restrict the sending rate of this error message.

AN Configuring the Sending Rate of Other ICMPv6 Error Messages

® Optional.

® If a device receives many illegal IPv6 packets and thereby generates many ICMPv6 error messages, run the ipvé icmp
error-interval command to restrict the sending rate of ICMPv6 error messages. (This command does not affect the sending
rate of ICMPv6 Packet Too Big messages.)

Verification

Run the show running-config command to check whether the configuration takes effect.

Related Commands

AN Configuring the Sending Rate of ICMPv6 Packet Too Big Messages

Command ipv6 icmp error-interval too-big milliseconds [bucket-size]

Parameter milliseconds: Indicates the refresh period of a token bucket, ranging from 0 to 2,147,483,647. The unit is

Description millisecond. The default value is 100. If the value is 0, the sending rate of ICMPv6 error messages is not restricted.
bucket-size: Indicates the number of tokens in a token bucket, ranging from 1 to 200. The default value is 10.

Command Global configuration mode

Mode

Usage Guide To prevent DoS attacks, use the token bucket algorithm to restrict the sending rate of ICMPv6 error messages.

If the length of an IPv6 packet to be forwarded exceeds the IPv6 MTU of the outbound interface, the router
discards this IPv6 packet and sends back an ICMPv6 Packet Too Big message to the source IPv6 address. This error
message is mainly used as part of the IPv6 PMTUD process. If other ICMPv6 error messages are excessive, ICMPv6
Packet Too Big messages cannot be sent, causing failure of IPv6 PMTUD. Therefore, it is recommended to restrict
the sending rate of ICMPv6 Packet Too Big messages independently of other ICMPv6 error messages.

Since the precision of the timer is 10 milliseconds, it is recommended to set the refresh period of a token bucket to




y
AP SERIES CONFIGURATION GUIDE 6 FS

an integer multiple of 10 milliseconds. If the refresh period of the token bucket is between 0 and 10, the actual
refresh period is 10 milliseconds. For example, if the sending rate is set to 1 every 5 milliseconds, two error
messages are sent every 10 milliseconds in actual situations. If the refresh period of the token bucket is not an
integer multiple of 10 milliseconds, it is automatically converted to an integer multiple of 10 milliseconds. For
example, if the sending rate is set to 3 every 15 milliseconds, two tokens are refreshed every 10 milliseconds in

actual situations.

A configuring the Sending Rate of Other ICMPv6 Error Messages

Command
Parameter

Description

Command
Mode
Usage Guide

ipv6 icmp error-interval milliseconds [bucket-size]

milliseconds: Indicates the refresh period of a token bucket, ranging from 0 to 2,147,483,647. The unit is
millisecond. The default value is 100. If the value is 0, the sending rate of ICMPv6 error messages is not restricted.
bucket-size: Indicates the number of tokens in a token bucket, ranging from 1 to 200. The default value is 10.

Global configuration mode

To prevent DoS attacks, use the token bucket algorithm to restrict the sending rate of ICMPv6 error messages.

Since the precision of the timer is 10 milliseconds, it is recommended to set the refresh period of a token bucket to
an integer multiple of 10 milliseconds. If the refresh period of the token bucket is between 0 and 10, the actual
refresh period is 10 milliseconds. For example, if the sending rate is set to 1 every 5 milliseconds, two error
messages are sent every 10 milliseconds in actual situations. If the refresh period of the token bucket is not an
integer multiple of 10 milliseconds, it is automatically converted to an integer multiple of 10 milliseconds. For
example, if the sending rate is set to 3 every 15 milliseconds, two tokens are refreshed every 10 milliseconds in

actual situations.

Configuration Example

AY| Configuring the Sending Rate of ICMPv6 Error Messages

Configuration

Steps

Verification

Set the sending rate of the ICMPv6 Packet Too Big message to 100 pps and that of other ICMPv6 error messages to

10 pps.

FS(config)#ipv6 icmp error-interval too-big 1000 100

FS(config)#ipv6 icmp error-interval 1000 10

Run the show running-config command to check whether the configuration takes effect.
FS#show running-config | include ipv6 icmp error-interval

ipv6 icmp error-interval 1000 10

ipv6 icmp error-interval too-big 1000 100

5.4.6 Configuring the IPv6 Hop Limit

Configuration Effect

Configure the number of hops of a unicast packet to prevent the packet from being unlimitedly transmitted.

Configuration Steps

N  configuring the IPv6 Hop Limit
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® Optional.

®  To modify the number of hops of a unicast packet, run the ipvé hop-limit value command.

Verification

®  Run the show running-config command to check whether the configuration is correct.

®  Capture the IPv6 unicast packets sent by a host. The packet capture result shows that the hop-limit field value in the IPv6

header is the same as the configured hop limit.

Related Commands

AY| Configuring the IPv6 Hop Limit

Command ipv6 hop-limit value

Parameter value: Indicates the number of hops of a unicast packet sent by the device. The value ranges from 1 to 255.
Description

Command Global configuration mode

Mode

Usage Guide N/A
Configuration Example

N  configuring the IPv6 Hop Limit

Configuration = Change the IPv6 hop limit of a device to 250.

Steps
FS(config)#ipv6 hop-limit 250

Verification Run the show running-config command to check whether the configuration takes effect.
FS#show running-config

ipv6 hop-limit 254

5.5 Monitoring

Clearing

A Running the clear commands may lose vital information and thus interrupt services.
Description Command
Clears the dynamically learned clrear ipv6 neighbors [ interface-id |

neighbors.

Displaying

Displays IPv6 information of an
" show ipv6 interface [ [ interface-id ] [ ra-info 11 [ brief [ interface-id 1]
interface.

Displays neighbor information. show ipv6 neighbors [ verbose 1 [ interface-id ] [ ipv6-address 1| static ]
Displays the number of ND entries

show ipv6 neighbor statistics per-mac [ interface-name 1 [mac-address ]
corresponding to each MAC address
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Debugging

A System resources are occupied when debugging information is output. Therefore, disable the debugging switch immediately

after use.
Command
Debugs ND entry learning. debug ipv6 nd

407



AP SERIES CONFIGURATION GUIDE 6 FS

6 Configuring DHCP
6.1 Overview

The Dynamic Host Configuration Protocol (DHCP) is a LAN protocol based on the User Datagram Protocol (UDP) for dynamically

assigning reusable network resources, for example, IP addresses.

The DHCP works in Client/Server mode. A DHCP client sends a request message to a DHCP server to obtain an IP address and other
configurations. When a DHCP client and a DHCP server are not in a same subnet, they need a DHCP relay to forward DHCP request

and reply packets.
Protocols and Standards

®  RFC2131: Dynamic Host Configuration Protocol
®  RFC2132: DHCP Options and BOOTP Vendor Extensions

® RFC3046: DHCP Relay Agent Information Option

6.2 Applications

Application

Providing DHCP Service in a LAN Assigns IP addresses to clients in a LAN.
Enabling DHCP Client Enable DHCP Client.
Deploying DHCP Relay in WLAN In a WLAN, users from different network segments requests IP addresses.

Assigning DNS Addresses Obtained from In a WLAN, assign preferentially DNS addresses obtained from external DHCP server in
External DHCP Server WLAN.

6.2.1 Providing DHCP Service in a LAN

Scenario
Assign IP addresses to four users in a LAN.
For example, assign IP addresses to User 1, User 2, User 3 and User 4, as shown in the following figure.

®  The four users are connected to Server S through A, B, Cand D.

Figure 4-1
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Remarks | Sisan egress gateway working as a DHCP server.
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A, B, Cand D are access switches achieving layer-2 transparent transmission.

User 1, User 2, User 3 and User 4 are LAN users.
Deployment

®  Enable DHCP Server on S.
® Deploy layer-2 VLAN transparent transmission on A, B, C and D.

®  User 1, User 2, User 3 and User 4 initiate DHCP client requests.
6.2.2 Enabling DHCP Client

Scenario

Access switches A, B, Cand D in a LAN request server S to assign IP addresses.

For example, enable DHCP Client on the interfaces of A, B, Cand D to request IP addresses, as shown in the following figure.

Figure 4-2
c A
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Remarks Sis an egress gateway working as a DHCP server.

A, B, Cand D are access switches with DHCP Client enabled on the interfaces.
Deployment
®  Enable DHCP Serveron S.
®  Enable DHCP Client on the interfaces of A, B, C and D.

6.3 Features

Basic Concepts

N DHCP Server

Based on the RFC 2131, FS DHCP server assigns IP addresses to clients and manages these IP addresses.

N  DHCP Client

DHCP Client enables a device to automatically obtain an IP address and configurations from a DHCP server.

N  DHCP Relay
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When a DHCP client and a DHCP server are not in a same subnet, they need a DHCP relay to forward DHCP request and reply packets.

N Lease

Lease is a period of time specified by a DHCP server for a client to use an assigned IP address. An IP address is active when leased to a
client. Before a lease expires, a client needs to renew the lease through a server. When a lease expires or is deleted from a server, the

lease becomes inactive.

N Excluded Address

An excluded address is a specified IP address not assigned to a client by a DHCP server.
N  Address Pool
An address pool is a collection of IP addresses that a DHCP server may assign to clients.
N Option Type

An option type is a parameter specified by a DHCP server when it provides lease service to a DHCP client. For example, a public
option include the IP addresses of a default gateway (router), WINS server and a DNS server. DHCP server allows configuration of

other options. Though most options are defined in the RFC 2132, you can add user-defined options.

Overview
| Feature _ Description .|

DHCP Server Enable DHCP Server on a device, and it may assign IP addresses dynamically and pushes
configurations to DHCP clients.

DHCP Relay Agent Enable DHCP Relay on a device, and it may forward DHCP request and reply packets across different
network segments.

DHCP Client Enable DHCP Client on a device, and it may obtain IP addresses and configurations automatically from
a DHCP server.

AM Rule Enable an AM rule on a device, and it may assign IP addresses according to the rule.

6.3.1 DHCP Server

Working Principle

N DHCP Working Principle

Figure 4-7
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A host requests an IP address through DHCP as follows:

1. Ahost broadcasts a DHCP discover packet to find DHCP servers in a network.
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2. DHCP servers unicast/broadcast (based on the property of the host packet) DHCP offer packets to the host, containing an IP

address, a MAC address, a domain name and a lease.
3. The host broadcasts a DHCP request packet to formally request an IP address.

4. A DHCP server sends a DHCP ACK unitcast packet to the host to acknowledge the request.

) A DHCP client may receive DHCPOFFER packets from multiple DHCP servers, but usually it accepts only the first DHCPOFFER
packet. Besides, the address specified in a DHCPOFFER packet is not necessarily assigned. Instead, it is retained by the DHCP

server until a client sends a formal request.

To formally request an IP address, a client broadcasts a DHCPREQUEST packet so that all DHCP servers sending DHCPOFFER packets

may receive the packet and release OFFER IP addresses.

If a DHCPOFFER packet contains invalid configuration parameters, a client will send a DHCPDECLINE packet to the server to decline

the configuration.

During the negotiation, if a client does not respond to the DHCPOFFER packets in time, servers will send DHCPNAK packets to the

client and the client will reinitiate the process.

During network construction, FS DHCP servers have the following features:

®  Low cost. Usually the static IP address configuration costs more than DHCP configuration.

® Simplified configuration. Dynamic IP address assignment dramatically simplifies device configuration

®  (Centralized management. You can modify the configuration for multiple subnets by simply modifying the DHCP server

configuration.

N Address Pool

After a server receives a client's request packet, it chooses a valid address pool, determines an available IP address from the pool
through PING, and pushes the pool and address configuration to the client. The lease information is saved locally for validity check

upon lease renewal.

An address pool may carry various configuration parameters as follows:

®  AnIP address range, which is the range of IP addresses that are available.
® A gateway address. A maximum of 8 gateway addresses are supported.
® A DNS address. A maximum of 8 DNS addresses are supported.

® Alease period notifying clients of when to age an address and request a lease renewal.

N  VRRP Monitoring

In a Virtual Router Redundancy Protocol (VRRP) scenario, FS devices enabled with DHCP provide a command to monitor the VRRP
status of the interface. To an interface configured with VRRP address and VRRP monitoring, a DHCP server only processes the DHCP
clients' request packets from the interface in Master state, and other packets are discarded. If no VRRP address is configured, the
DHCP server does not monitor the VRRP status, and all DHCP packets are processed. VRRP monitoring is configured on only layer-3

interfaces. It is disabled by default, namely, only the Master device processes the DHCP service.

N P Address Assignment Based on VLANS, Ports and IP Range

After an IP address pool is deployed, the specified IP address range is assigned based on VLANs and ports. There are three scenarios.
1. Global configuration. 2. Configuration based on VLANs, ports and IP range. 3. Both 1 and 2. In scenario 1, the addresses are

assigned globally. In scenario 2, the addresses in the specified IP range are assigned only to the clients of the specified VLANs and
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ports. In scenario 3, the clients of the specified VLANs and ports are assigned the addresses in the specified IP range, and the other

clients are configured with default global addresses.

N  Adding Trusted ARP

A trusted ARP prevents gateway ARP spoofing. FS devices enabled with DHCP provide a command for pushing a trusted ARP while
assigning an address. After this function is enabled, DHCP server pushes it while assigning an IP address to the client to prevent ARP

spoofing.

N ARP-Based Offline Detection

FS devices enabled with DHCP provide a command to enable ARP-based offline detection. After this function is enabled, a DHCP
server will receive an ARP aging notification when a client gets offline, and start retrieving the client's address. If the client does not
get online within a period of time (5 minutes by default), the DHCP server will retrieve the address and assign it to another client. If

the client gets online again, the address is still valid.

A Adding Pseudo Server Detection

If a DHCP server is deployed illegally, a client interacts with this server while requesting an IP address and a wrong address will be
assigned to the client. This server is a pseudo server. FS devices enabled with DHCP provides a command to enable pseudo server
detection. After it is enabled, DHCP packets are checked for Option 54 (Server Identifier Option). If the content of Option 54 is
different from the actual DHCP server identifier, the IP address of the pseudo server and port receiving the packets will be recorded.
The pseudo server detection is only an after-event security function and cannot prevent an illegal DHCP server from assigning IP

addresses to clients.
Related Configuration

N  Enabling DHCP Server Globally

® By default, DHCP Server is disabled.

Run the service dhcp command to enable the DHCP Server.

Run the service dhcp command globally to enable DHCP service.

AY| Configuring Address Pool

By default, no address pool is configured.

Run the ip dhcp pool command to configure an IP address range, a gateway and a DNS.

® If no address pool is configured, no addresses will be assigned.

6.3.2 DHCP Relay Agent

Working Principle

The destination IP address of DHCP request packets is 255.255.255.255, and these packets are forwarded within a subnet. To achieve
IP address assignment across network segments, a DHCP relay agent is needed. The DHCP relay agent unicasts DHCP request packets
to a DHCP server and forwards DHCP reply packets to a DCHP client. The DHCP relay agent serves as a repeater connecting a DHCP
client and a DHCP server of different network segments by forwarding DHCP request packets and DHCP reply packets. The
Client-Relay-Server mode achieves management of IP addresses across multiple network segments by only one DHCP server. See the

following figure.
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Figure 4- 8 DHCP Relay Scenario
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VLAN 10 and VLAN 20 correspond to the segments 10.0.0.1/16 and 20.0.0.1/16 respectively. A DHCP server with IP address 30.0.0.2 is
in segment 30.0.0.1/16. To achieve management of dynamic IP addresses in VLAN 10 and VLAN 20 by the DHCP server, you only need
to enable DHCP Relay on a gateway and configure IP address 30.0.0.2 for the DHCP server.

A DHCP Relay Agent Information (Option 82)

As defined in RFC3046, an option can be added to indicate a DHCP client's network information when DHCP Relay is performed, so
that a DHCP server may assign IP addresses of various privileges based on more accurate information. The option is called Option 82.

Currently, FS devices support four schemes of relay agent information, which are described respectively as follows:

a)  Relay agent information option82: This scheme serves without correlation with other protocol modules. A DHCP relay
agent forms an Option 82 based on the physical port receiving DHCP request packets and the MAC address of the device.

The option format is shown in the following figure.

Figure 4-9 Agent Circuit ID

subopbon type Vian 1D Port
Length l Slext J'
! |
1 | 4 | ooes | o1 | o2 |

Tbhyle 1byte 2byie 1byte 1byte

Figure 4- 10 Agent Remote ID

Suboption type Device MAC Address
Lerngth 1
2 | & | ooporsi2a4se
i byte 1 byte 6 byte

N  pHcp Relay Check Server-ID

In DHCP environment, multiple DHCP servers are deployed for a network, achieving server backup to ensure uninterrupted network
operation. After this function is enabled, the DHCP request packet sent by a client contains a server-id option specifying a DHCP
server. In alleviating the burden on servers in specific environments, you need to enable this function on a relay agent to send a

packet to a specified DHCP server rather than all DHCP servers.

N  DHcp Relay suppression
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After you configure the ip DHCP Relay suppression command on an interface, DHCP request packets received on the interface will

be filtered, and the other DHCP request packets will be forwarded.
Related Configuration
N  Enabling DHCP Relay

® By default, DHCP Relay is disabled.

You may run the service dhcp command to enable DHCP Relay.

You need to enable DHCP Relay before it works.

AY| Configuring IP Address for DHCP Server

By default, no IP address is configured for a DHCP server.

You may run the ip helper-address command to configure an IP address for a DHCP server. The IP address can be configured

globally or on a layer-3 interface. A maximum of 20 IP addresses can be configured for a DHCP server.

N Enabling DHCP Option 82

® By default, DHCP Option 82 is disabled.

®  You may run the ip dhcp relay information option82 command to enable DHCP Option 82.

N Enabling DHCP Relay Check Server-ID

® By default, DHCP Relay check server-id is disabled.

®  You may run the ip dhcp relay check server-id command to enable DHCP Relay check server-id.
N  Enabling DHCP Relay Suppression

® By default, DHCP Relay suppression is disabled on all interfaces.

®  You may run the ip dhcp relay suppression command to enable it on an interface.
6.3.3 DHCP Client

Working Principle

A DHCP client broadcasts a DHCP discover packet after entering the Init state. Then it may receive multiple DHCP offer packets. It
chooses one of them and responds to the corresponding DHCP server. After that, it sends lease renewal request packets in the

Renew and Rebind processes of an aging period to request lease renewal.

Related Configuration

N Enabling DHCP Client on Interface

® By default, DHCP Client is disabled.

® Ininterface configuration mode, you may run the ip address dhcp command to enable DHCP Client.
®  You need to enable DHCP Client to enable DHCP service.

® The configuration takes effect on a layer-3 interface, for example, an SVI or a routed port.
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6.4 Configuration

N  configuring DHCP Server

Description and Command

A (Mandatory) It is used to enable DHCP Server to achieve dynamic IP address

assignment.
service dhcp Enables DHCP Server.
ip dhcp pool Configures an address pool.
Configures the network number and subnet
network

mask of a DHCP address pool.

& (Optional) It is used to configure the properties of an address pool.

default-router Configures a default gateway of a client.

lease Configures an address lease.

next-server Configures a TFTP server address

Configuring Dynamic IP Address bootfile Configures a boot file of a client.

domain-name Configures a domain name of a client.

dns-server Configures a domain name server.

netbios-name-server Configures a NetBIOS WINS server.

netbios-node-type Configures a NetBIOS node type on a client.

lease-threshold Configures an alarm threshold of an address
pool.

option Configures a user-defined option.

pool-status Enables or disables an address pool.

update arp Adds a trusted ARP while assigning addresses
from a pool.

force-no-router Cancels gateway allocation to the client

ég (Optional) It is used to statically assign an IP address to a client.

Configures an address pool name and enters

ip dhcp pool
address pool configuration mode.
Configuring Static IP Address host Configures the IP address and subnet mask of a
client host.
hardware-address Configures a client hardware address.
client-identifier Configures a unique client identifier.
client-name Configures a client name.

& (Optional) It is used to configure the properties of a DHCP server.

ip dhcp excluded-address Configures an excluded IP address.
Configuring Global Properties of DHCP ip dhcp force-send-nak Configures Compulsory NAK reply by a DHCP
Server server.

ip dhcp monitor-vrrp-state Configures VRRP status monitoring.

ip dhcp ping packets Configures ping times.

ip dhcp ping timeout Configures a ping timeout.
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Description and Command

ip dhcp refresh arp Configures a DHCP server to refresh trusted
ARPs.

ip dhcp server arp-detect Configures a DHCP server to detect user
offline.

ip dhcp server detect Configures pseudo server detection.

N  configuring DHCP Relay

Description and Command

A (Mandatory) It is used to enable DHCP Relay.

Configuring Basic DHCP Relay Functions service dhep Enables DHCP Relay.

ip helper-address Configures an IP Address of a DHCP Server.

A (Optional) It is used to assign IP addresses of different privileges to clients in

combination with the information of a physical port. This function cannot be used
Configuring DHCP Relay Option 82
together with the dhcp option dot1x command.

ip dhcp relay information option82  Enables DHCP option82.

A (Optional) It is used to enable a DHCP Relay agent to send DHCP request packets

only to a specified server.
Configuring DHCP Relay Check Server-ID

Enables a DHCP Relay agent to send DHCP
ip dhcp relay check server-id
request packets only to a specified server

Configuring DHCP Relay S ) A (Optional) It is used to shield DHCP request packets on an interface.
onfiguring elay Suppression

ip dhcp relay suppression Enables DHCP Relay Suppression.

AY| Configuring DHCP Client

Description and Command

A (Mandatory) It is used to enable DHCP Client.

Configuring DHCP Client Enables an Ethernet interface, a
ip address dhcp PPP/HDLC-encapsulated or FR-encapsulated
interface to obtain IP addresses through DHCP.

6.4.1 Configuring Dynamic IP Address

Configuration Effect
Provide all DHCP clients with DHCP service including assigning IP addresses and gateways.
Notes

A DHCP server and a DHCP relay share the service dhcp command, but a device cannot function as a DHCP server and relay at the
same time. When a device is configured with a valid address pool, it acts as a server and forwards packets. Otherwise, it serves as a

relay agent.

Configuration Steps

N  Enabling DHCP Server

416
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®  Mandatory. It achieves dynamic IP address assignment.

®  Run the service dhcp command in global configuration mode.
A  configuring Address Pool

®  Mandatory. It is used to create an IP address pool.

®  Run the ip dhcp pool command in global configuration mode.
N  configuring Network Number and Subnet Mask of DHCP Address Pool

®  Mandatory. It defines a range of dynamically assigned addresses.

®  Run the network command in DHCP address pool configuration mode.
AY| Configuring Default Gateway of Client

®  Optional. It is used to configure a gateway address.

®  Run the default-router command in DHCP address pool configuration mode.
N configuring Address Lease

®  Optional. It is used to configure an IP address lease, which is 24h by default.

®  Run the lease command in DHCP address pool configuration mode.
N configuring TFTP Server Address

® Optional. Itis used to configure a TFTP server address.

®  Run the next-server command in DHCP address pool configuration mode.
N  configuring Domain Name of Client

®  Optional. It is used to configure the domain name of a client.

®  Run the domain-name command in DHCP address pool configuration mode.
N  configuring DNS

®  Optional. Itis used to configure a DNS address.

®  Run the dns command in DHCP address pool configuration mode.
AY| Configuring NetBIOS WINS Server

®  Optional. It is used to configure a NetBIOS WINS server address.

®  Run the netbios-name-server command in DHCP address pool configuration mode.

N  Configuring NetBIOS Node Type on Client

®  Optional. It is used to configure a NetBIOS node type.

®  Run the netbios-name-type command in DHCP address pool configuration mode.
AN Configuring Alarm Threshold of Address Pool

® Optional. Itis used to manage the number of leases. When a threshold (90% by default) is reached, an alarm will be printed.
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®  Run the lease-threshold command in DHCP address pool configuration mode.

AY| Configuring User-Defined Option

®  Optional. Itis used to configure user-defined options.

®  Run the option command in DHCP address pool configuration mode.

A  Enabling or Disabling Address Pool

®  Optional. It is used to enable or disable an address pool. It is enabled by default.

®  Run the pool-status command in DHCP address pool configuration mode.

N Adding Trusted ARP

®  Optional. It is used to add a trusted ARP while assigning an IP address. It is disabled by default.

®  Run the update arp command in DHCP address pool configuration mode.

N Refraining from Assigning Gateway Address

®  Optional. It is used to refrain from assigning a gateway while assigning IP address to a client. It is disabled by default.

®  Run the force-no-router command in DHCP address pool configuration mode.

Verification

Connect a DHCP client and a DHCP server.

®  Check whether the client obtains configurations on the server.

Related Commands

N  Enabling DHCP Server

Command
Parameter
Description
Command
Mode

Usage Guide

service dhcp

N/A

Global configuration mode

Enable DHCP Server and DHCP Relay. A DHCP server and a DHCP relay share the service dhcp command. When a

device is configured with a valid address pool, it acts as a server and forwards packets. Otherwise, it serves as a

relay agent.

AY| Configuring Address Pool

Command
Parameter
Description
Command
Mode

Usage Guide

ip dhcp pool dhcp-pool

pool-name: Indicates the name of an address pool.

Global configuration mode

Before assigning an IP address to a client, you need to configure an address pool name and enter DHCP address

pool configuration mode.
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N  configuring Network Number and Subnet Mask of DHCP Address Pool

Command
Parameter

Description

Command
Mode

Usage Guide

network network-number mask [low-ip-address high-ip-address]

network-number: Indicates the network number of an IP address pool.

mask: Indicates the subnet mask of an IP address pool. If no subnet mask is defined, the natural subnet mask is
applied.

DHCP address pool configuration mode

To configure dynamic address assignment, you need to configure a network number and subnet mask of an
address pool to provide a DHCP server with a range of addresses. The IP addresses in a pool are assigned in order.
If an address is assigned or exists in the target network segment, the next address will be checked until a valid
address is assigned.

FS wireless products provide available network segments by specifying start and end addresses. The configuration
is optional. If the start and end address are not specified, all IP addresses in the network segment are assignable.
For FS products, addresses are assigned based on the client’s physical address and ID. Therefore, one client will not
be assigned two leases from one address pool. In case of topological redundancy between a client and a server,
address assignment may fail.

To avoid such failures, a network administrator needs to prevent path redundancy in network construction, for

example, by adjusting physical links or network paths.

AY| Configuring Default Gateway of Client

Command
Parameter
Description
Command
Mode

Usage Guide

default-router address [address2...address8]
address: Indicates the IP address of a default gateway. Configure at least one IP address.
ip-address2...ip-address8: (Optional) A maximum of 8 gateways can be configured.

DHCP address pool configuration mode

Configure a default gateway of a client, and a server will push the gateway configuration to the client. The IP

addresses of the default gateway and the client should be in a same network.

N  configuring Address Lease

Command
Parameter

Description

Command
Mode

Usage Guide

lease {days [hours] [ minutes] | infinite}

days: Defines a lease in the unit of day.

hours: (Optional) Defines a lease in the unit of hour. Please define days before hours.

minutes: (Optional) Defines a lease in the unit of minute. Please define days and hours before minutes.
infinite: Defines an unlimited lease.

DHCP address pool configuration mode

The default lease of an IP address assigned by a DHCP server is 1 day. When a lease is expiring soon, a client needs

to request a lease renewal. Otherwise the IP address cannot be used after the lease is expired.

AY| Configures Boot File on Client

Command
Parameter

Description

bootfile filename

file-name: Defines a boot file name.
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Command DHCP address pool configuration mode

Mode

Usage Guide A boot file is a bootable image file used when a client starts up. The file is usually an OS downloaded by a DHCP
client.

N  configuring Domain Name of Client

Command domain-name domain

Parameter domain-name: Defines a domain name of a DHCP client.

Description

Command DHCP address pool configuration mode

Mode

Usage Guide You may define a domain name for a client. When the client accesses network through the host name, the domain

name will be added automatically to complete the host name.

N  configuring DNS

Command dns-server ip-address [ ip-address2...ip-address8 ]
Parameter ip-address: Defines an IP address of a DNS server. Configure at least one IP address.
Description ip-address2...ip-address8: (Optional) A maximum of 8 DNS servers can be configured.

use-dhcp-client interface-type interface-number: A DHCP client learns its DNS server via FSOS software.

Command DHCP address pool configuration mode
Mode
Usage Guide If a client accesses network resources through the domain name, you need to configure a DNS server to resolve the

domain name.

AY| Configuring NetBIOS WINS Server

Command netbios-name-server address [address2...address8]

Parameter address: Defines an IP address of a WINS server. Configure at least one IP address.

Description ip-address2...ip-address8: (Optional) A maximum of 8 WINS servers can be configured.

Command DHCP address pool configuration mode

Mode

Usage Guide WINS is a domain name service through which a Microsoft TCP/IP network resolves a NetNBIOS name to an IP

address. A WINS server is a Windows NT server. When a WINS server starts, it receives a registration request from a
WINS client. When the client shuts down, it sends a name release message, so that the computers in the WINS

database and on the network are consistent.

N  Configuring NetBIOS Node Type on Client

Command netbios-node-type type
Parameter type: Defines a NetBIOS node type with one of the following approaches.
Description 1. A hexadecimal number, ranging from 0 to FF. Only followings values are available.
® b-node
® p-node
® m-node
® 8forh-node
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Command
Mode

Usage Guide

2. A character string.

® b-node for a broadcast node;

® p-node for a peer-to-peer node;
® m-node for a mixed node;

® h-node for a hybrid mode.

DHCP address pool configuration mode

There are four types of NetBIOS nodes of a Microsoft DHCP client. 1) A broadcast node. For such a node, NetBIOS
name resolution is requested through broadcast.2) A peer-to-peer node. The client sends a resolution request to
the WINS server. 3) A mixed node. The client broadcasts a resolution request and sends the resolution request to
the WINS server.. 4) A hybrid node. The client sends a resolution request to the WINS server. If no reply is received,
the client will broadcast the resolution request. By default, a Microsoft operating system is a broadcast or hybrid

node. If no WINS server is configured, it is a broadcast node. Otherwise, it is a hybrid node.

N  Configuring User-Defined Option

Command
Parameter

Description

Command
Mode

Usage Guide

option code { ascii string | hex string | ip ip-address}
code: Defines a DHCP option code.

ascii string: Defines an ASCII character string.

hex string: Defines a hexadecimal character string.
ip ip-address: Defines an IP address.

DHCP address pool configuration mode

The DHCP allows transmitting configuration information to a host via a TCP/IP network. DHCP packets contain the
option field of definable content. A DHCP client should be able to receive a DHCP packet carrying at least 312
bytes option. Besides, the fixed data field in a DHCP packet is also called an option.

In a WLAN, a DHCP client on an AP dynamically requests the IP address of an AC. You may configure on a DHCP

server the option command specifying the AC address.

N Enabling or Disabling Address Pool

Command
Parameter

Description

Command
Mode

Usage Guide

pool-status {enable | disable}
enable: Enables an address pool.
disable: Disable an address pool.
It is enabled by default.

DHCP address pool configuration mode

A FS wireless product provides a command for you to enable/disable a DHCP address pool.

N  Adding Trusted ARP

Command
Parameter
Description
Command

Mode

update arp
N/A

DHCP address pool configuration mode
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Usage Guide After configuration, a trusted ARP is added when an address is assigned from a pool. A trusted ARP prevents ARP

spoofing.

N  Refraining from Assigning Gateway Address

Command force-no-router

Parameter N/A

Description

Command DHCP address pool configuration mode

Mode

Usage Guide If a client requests an IP address as well as a gateway address, a DHCP server assigns an IP address and a gateway

address to the client. After configuration, no gateway address is sent to the client.
Configuration Example

AY| Configuring Address Pool

Configuration Define an address pool net172.

Steps The network segment is 172.16.1.0/24.

)
)
® The default gateway is 172.16.1.254.
® The address lease is 1 day.

)

xcluded addresses range from 172.16.1.2 to 172.16.1.100.
FS(config)# ip dhcp excluded-address 172.16.1.2 172.16.1.100
FS(dhcp-config)# ip dhcp pool net172
FS(dhcp-config)# network 172.16.1.0 255.255.255.0
FS(dhcp-config)# default-router 172.16.1.254

FS(dhcp-config)# lease 1

Verification Run the show run command to display the configuration.
FS(config)#show run | begin ip dhcp
ip dhcp excluded-address 172.16.1.2 172.16.1.100
ip dhcp pool net172
network 172.16.1.0 255.255.255.0default-router 172.16.1.254

lease 1

6.4.2 Configuring Static IP Address

Configuration Effect
Assign specific IP addresses and push configuration to specific DHCP clients.
Notes

N/A
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Configuration Steps

AN Configuring Address Pool Name and Entering Address Pool Configuration Mode

®  Mandatory. It is used to create an IP address pool.

®  Run the ip dhcp pool command in global configuration mode.
N configuring IP Address and Subnet Mask of Client

®  Mandatory. It is used to configure a static IP address and a subnet mask.

®  Run the host command in DHCP address pool configuration mode.
N  Configuring Hardware Address of Client

®  Optional. It is used to configure a MAC address.

®  Run the hardware command in DHCP address pool configuration mode.

AY| Configures Unique Client Identifier

®  Optional. It is used to configure a static user identifier (UID).

®  Run the client-identifier command in DHCP address pool configuration mode.
N  configuring Client Name

®  Optional. It is used to configure a static client name.

®  Run the host-name command in DHCP address pool configuration mode.
Verification
Check whether the client obtains the IP address when it is online.

Related Commands

N  configuring Address Pool

Command ip dhcp pool dhcp-pool

Parameter pool-name: Indicates the name of an address pool.

Description

Command Global configuration mode

Mode

Usage Guide Before assigning an IP address to a client, you need to configure an address pool name and enter address pool

configuration mode.

N Manual IP Address Binding

Command host ip-address [ netmask ]

client-identifier unique-identifier

client-name name
Parameter ip-address: Defines the IP address of a DHCP client.
Description netmask: Defines the subnet mask of a DHCP client.

unique-identifier: Defines the hardware address (for example, aabb.bbbb.bb88) and identifier (for example,
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Command
Mode

Usage Guide

01aa.bbbb.bbbb.88) of a DHCP client.
name: (Optional) It defines a client name using ASCII characters. The name excludes a domain name. For example,
name a host mary rather than mary.rg.com.

DHCP address pool configuration mode

Address binding means mapping between an IP address and a client's MAC address. There are two kind of address
binding. 1) Manual binding. Manual binding can be deemed as a special DHCP address pool with only one address.
2) Dynamic binding. A DHCP server dynamically assigns an IP address from a pool to a client when it receives a
DHCP request, creating mapping between the IP address and the client's MAC address.

To configure manual binding, you need to define a host pool and then specify a DHCP client's IP address and
hardware address or identifier. A hardware address is a MAC address. A client identifier includes a network medium
type and a MAC address. A Microsoft client is usually identified by a client identifier rather than a MAC address. For
the codes of medium types, refer to the Address Resolution Protocol Parameters section in the RFC 1700. The

Ethernet type is 01.

Configuration Example

N Dpynamic IP Address Pool

Configuration

Steps

Verification

® Configure address pool VLAN 1 with IP address 20.1.1.0 and subnet mask 255.255.255.0.
® The default gateway is 20.1.1.1.

® Thelease timeis 1 day.

FS(config)# ip dhcp pool vlan1

FS(dhcp-config)# network 20.1.1.0 255.255.255.0
FS(dhcp-config)# default-router 20.1.1.1

FS(dhcp-config)# lease 100

®  Run the show run command to display the configuration.
FS(config)#show run | begin ip dhcp

ip dhcp pool vlan1

network 20.1.1.0 255.255.255.0

default-router 20.1.1.1

lease 100

A  Manual Binding

Configuration

Steps

The host address is 172.16.1.101 and the subnet mask is 255.255.255.0.
The host name is Billy.rg.com.
The default gateway is 172.16.1.254.

[
[
[
® The MAC address is 00d0.df34.32a3.
FS(config)# ip dhcp pool Billy

FS(dhcp-config)# host 172.16.1.101 255.255.255.0

FS(dhcp-config)# client-name Billy
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FS(dhcp-config)# hardware-address 00d0.df34.32a3 Ethernet

FS(dhcp-config)# default-router 172.16.1.254

Verification Run the show run command to display the configuration.

FS(config)#show run | begin ip dhcp

ip dhcp pool Billy

host 172.16.1.101 255.255.255.0
client-name Billy

hardware-address 00d0.df34.32a3 Ethernet

default-router 172.16.1.254

6.4.3 Configuring Global Properties of DHCP Server

Configuration Effect

Enable a server with specific functions, for example, ping and compulsory NAK.

Notes

Configuring the command may cause exceptions on other servers.

Configuration Steps

A

Configuring Excluded IP Address

Optional. Configure some addresses or address ranges as unavailable.

Run the ip dhcp excluded-address command in global configuration mode.
Configuring Compulsory NAK Reply

Optional. A server replies to a wrong address request with a NAK packet.

Run the ip dhcp force-send-nak command in global configuration mode.
Configuring VRRP Status Monitoring

Optional. After configuration, DHCP packets are processed by the Master server.

Run the ip dhcp monitor-vrrp-state command in global configuration mode.
Configuring Ping Times

Optional. Check the address reachability with the ping command. The default is 2.

Run the ip dhcp ping packet command in global configuration mode.
Configuring Ping Timeout

Optional. Check the address reachability with the ping command. The default is 500 ms.

Run the ip dhcp ping timeout command in global configuration mode.

6&Fs
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N  Refreshing Trusted ARP

®  Configure a DHCP server to refresh trusted ARPs according to the addresses assigned from an address pool configured with the

update arp command.

®  Run theip dhcp refresh arp command in global configuration mode.

AY| Detecting User Offline Detection

®  Configure a DHCP server to detect whether the client is offline or not. If a client does not get online after being offline for a

period, the address assigned to the client will be retrieved.

®  Run the ip dhcp server arp-detect command in global configuration mode.

AY| Configuring Pseudo Server Detection

® Optional. Enable this function to log a pseudo server.

®  Run the ip dhcp server detect command in global configuration mode.

Verification

Run the dhcp-server command, and check the configuration during address assignment.

Related Commands

N  configuring Excluded IP Address

Command
Parameter
Description
Command
Mode

Usage Guide

ip dhcp excluded-address low-ip-address [ high-ip-address ]
low-ip-address: Indicates a start IP address.
high-ip-address: Indicates an end IP address.

Global configuration mode

Unless otherwise specified, a DHCP server assigns all the addresses from an IP address pool to DHCP clients. To
reserve some addresses(e.g., addresses already assigned to the server or devices), you need to configure these
addresses as excluded addresses. To configure a DHCP server, it is recommended to configure excluded addresses

to avoid address conflict and shorten detection time during address assignment.

N  configuring Compulsory NAK Reply

Command
Parameter
Description
Command
Mode

Usage Guide

ip dhcp force-send-nak
N/A

Global configuration mode

In a WLAN, a DHCP client often moves from one network to another. When a DHCP server receives a lease renewal
request from a client but finds that the client crosses the network segment or that the lease is expired, it replies
with a NAK packet to require the client to obtain an IP address again. This prevents the client from sending request
packets continually before obtaining an IP address again after timeout.

The server sends a NAK packet only when it finds the client's lease record. When a DHCP client crosses the network,
a DHCP server cannot find lease record of the client and will not reply with a NAK packet. The client sends request

packets continually before obtaining an IP address again after timeout. Consequently, it takes a long to obtain an
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IP address. This also occurs when a DHCP server loses a lease after restart and a client requests lease renewal. In
this case, you may configure a command to force the DHCP server to reply with a NAK packet even though it
cannot find the lease record so that the client may obtain an IP address rapidly. Please note that the command is

disabled by default. To enable it, only one DHCP server can be configured in a broadcast domain.

N  configuring Ping Times

Command ip dhcp ping packets [ number ]

Parameter number: (Optional) Ranges from 0 to 10. 0 indicates the ping function is disabled. The default is two pings.
Description

Command Global configuration mode

Mode

Usage Guide By default, when a DHCP server assigns an IP address from a pool, it runs the Ping command twice (one packet per

time). If there is no reply, the server takes the address as idle and assigns it to a client. If there is a reply, the server

takes the address as occupied and assigns another address.

A Configuring Ping Timeout

Command ip dhcp ping timeout milliseconds

Parameter milli-seconds: Indicates the time that it takes for a DHCP server to wait for a ping reply. The value ranges from 100
Description ms to 10,000 ms.

Command Global configuration mode

Mode

Usage Guide By default, if a DHCP server receives no Ping reply within 500 ms, the IP address is available. You may adjust the

ping timeout to change the time for a server to wait for a reply.

N Refreshing Trusted ARP

Command ip dhcp refresh arp

Parameter N/A

Description

Command Global configuration mode

Mode

Usage Guide By default, if an address pool is configured with the update arp command, a DHCP server will refresh trusted ARPs

while assigning an IP address from the address pool. If a client clears the trusted ARPs, the server will not reassign
them. After configuration, a DHCP server may refresh trusted ARPs according to addresses assigned from an

address pool configured with update arp.

N  configuring ARP-Based Offline Detection

Command ip dhcp server arp-detect

Parameter N/A

Description

Command Global configuration mode

Mode

Usage Guide By default, DHCP server does not detect whether a client is offline or not based on ARP. After configuration, a

DHCP server may perform the detection. If a client does not get online again after a period (5 minutes by default), a
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DHCP server retrieves the address assigned to the client.

N  Configuring Pseudo Server Detection

Command ip dhcp server detect

Parameter N/A

Description

Command Global configuration mode

Mode

Usage Guide By default, pseudo server detection is disabled on a DHCP server. Run this command to enable pseudo server
detection.

Configuration Example
AY| Configuring Ping

Configuration ®  Setpingtimes to 5.

Steps (] Set ping timeout to 800ms.
FS(config)# ip dhcp ping packet 5

FS(config)# ip dhcp ping timeout 800

Verification Run the show run command to display the configuration.
FS(config)#show run | begin ip dhcp
ip dhcp ping packet 5

ip dhcp ping timeout 800

N  configuring Excluded IP Address

Configuration ® Configure the excluded IP address from 192.168.0.0 to 192.168.255.255.
Steps

FS(config)# ip dhcp excluded-address 192.168.0.0 192.168.255.255

Verification Run the show run command to display the configuration.
FS(config)#show run | begin ip dhcp

ip dhcp excluded-address 192.168.0.0 192.168.255.255

6.4.4 Configuring Basic DHCP Relay Functions

Configuration Effect

®  Deploy dynamic IP management in Client-Relay-Server mode to achieve communication between a DHCP client and a DHCP

server, which are in different network segments.

Notes
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®  Toenable DHCP Relay, you need to configure IPv4 unicast routing in a network.

Configuration Steps

N Enabling DHCP Relay

® Mandatory.

®  Unless otherwise specified, you need to enable DHCP Relay on a device.
AY| Configuring IP Address for DHCP Server

® Mandatory.

®  You need to configure an IP address for a DHCP server.
Verification
®  Check whether a client obtains an IP address through DHCP Relay.

Related Commands

N Enabling DHCP Relay

Command service dhcp

Parameter N/A

Description

Command Global configuration mode
Mode

Usage Guide N/A

N  cConfiguring IP Address for DHCP Server

Command ip helper-address { cycle-mode | A.B.C.D }

Parameter cycle-mode: Indicates that DHCP request packets are forwarded to all DHCP servers.
Description A.B.C.D: Indicates the IP address of a server.

Command Global configuration mode

Mode

Usage Guide

Configuration Example

N  cConfiguring DHCP Relay in Wired Connection

Scenario

Figure 6-11 *q_. G ."”:_' GO :

DHCP Client DHCP Relay Agent DHCP Server

Configuration ® Enable a client with DHCP to obtain an IP address.
Steps ®  Enable the DHCP Relay function on a DHCP relay agent.
® Configure DHCP Server.

6&Fs
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A Enable a client with DHCP to obtain an IP address.
Enable DHCP Relay.

FS(config)# service dhcp

Configure a global IP address of a DHCP server.

FS(config)# ip helper-address 172.2.2.1

Configure an IP address for the port connected to the client.

FS(config)# interface gigabitEthernet 0/1

FS(config-if)# ip address 192.1.1.1 255.255.255.0

Configure an IP address for the port connected to the server.

FS(config)# interface gigabitEthernet 0/2

FS(config-if-gigabitEthernet 0/2)# ip address 172.2.2.2 255.255.255.0
C Enable DHCP Server.

FS(config)# service dhcp

Configure an address pool.

FS(config)# ip dhcp pool relay

FS (dhcp-config)#network 192.1.1.0 255.255.255.0

FS (dhcp-config)#default-router 192.1.1.1

Configure an IP address for the port connected to the relay agent.

FS(config)# interface gigabitEthernet 0/1

FS(config-if-gigabitEthernet 0/2)# ip address 172.2.2.1 255.255.255.0

Verification Check whether the client obtains an IP address.
®  Check whether the client obtains an IP address.
®  Check the DHCP Relay configuration.
A The user device obtains an IP address.
After login to the DHCP relay agent, run the show running-config command in privileged EXEC mode to display

DHCP Relay configuration.

FS# show running-config

service dhcp

ip helper-address 172.2.2.1

I

interface GigabitEthernet 0/1

ip address 192.1.1.1 255.255.255.0
I

interface GigabitEthernet 0/2
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ip address 172.2.2.2 255.255.255.0
1
Common Errors

®  |Pv4 unicast routing configuration is incorrect.

®  DHCP Relay is disabled.

®  No routing between DHCP relay agent and DHCP server is configured.
{

No IP address is configured for the DHCP server.
6.4.5 Configuring DHCP Relay Option 82

Configuration Effect

®  Through a DHCP relay agent, a server may assign IP addresses of different privileges to the clients more accurately based on

the option information.
Notes
®  You need to enable the DHCP Relay function.
Configuration Steps
N Enabling Basic DHCP Relay Functions

® Mandatory.

®  Unless otherwise specified, you need to enable DHCP Relay on a device.
N  Enables DHCP Option82

® By default, DHCP Option 82 is disabled.

®  You may run the ip dhcp relay information option82 command to enable or disable DHCP Option 82.
Verification
®  Check whether the client obtains an IP address based on Option 82.

Related Commands

N  Enabling DHCP Option 82

Command ip dhcp relay information option82
Parameter N/A

Description

Command Global configuration mode

Mode

Usage Guide N/A
Configuration Example

N  Enabling DHCP Option 82
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Configuration ® Enable DHCP Option 82.
Steps

FS(config)# ip dhcp relay information option82

Verification After login to the DHCP relay agent, run the show running-config command in privileged EXEC mode to display

DHCP Relay configuration.
FS#show ru | incl ip dhcp relay
ip dhcp relay information option82

Common Errors

®  Basic DHCP Relay functions are not configured.
6.4.6 Configuring DHCP Relay Check Server-ID

Configuration Effect

®  After you configure the ip dhcp relay check server-id, a DHCP Relay agent will forward DHCP request packets only to the

server specified by the option server-id command. Otherwise, they are forwarded to all DHCP servers.
Notes
®  You need to enable basic DHCP Relay functions.
Configuration Steps
A Enabling DHCP Relay Check Server-1D

® By default, DHCP Relay check server-id is disabled.

®  You may run the ip dhcp relay check server-id command to enable DHCP Relay check server-id.
Verification
Check whether a DHCP Relay agent sends DHCP request packets only to the server specified by the option server-id command.

Related Commands

N  Configuring DHCP Relay Check Server-ID

Command ip dhcp relay check server-id
Parameter N/A

Description

Command Global configuration mode
Mode

Usage Guide N/A
Configuration Example

N  cConfiguring DHCP Relay Check Server-ID
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Configuration ® Enable DHCP Relay.Omitted.

Steps ® Enable DHCP Relay check server-id on an interface.
FS# configure terminal

FS(config)# ip dhcp relay check server-id

Verification After login to the DHCP relay agent, run the show running-config command in privileged EXEC mode to display

DHCP Relay configuration.

FS# show running-config | include check server-id
ip dhcp relay check server-id

FS#

Common Errors

®  Basic DHCP Relay functions are not configured.
6.4.7 Configuring DHCP Relay Suppression

Configuration Effect

®  After you configure the ip DHCP Relay suppression command on an interface, DHCP request packets received on the

interface will be filtered, and the other DHCP requests will be forwarded.
Notes
®  You need to enable basic DHCP Relay functions.
Configuration Steps

N  Enabling DHCP Relay Suppression

By default, DHCP Relay suppression is disabled on all interfaces.

You may run the ip dhcp relay suppression command to enable DHCP Relay suppression.
Verification
®  Check whether the DHCP request packets received on the interface are filtered.

Related Commands

N  Configuring DHCP Relay Suppression

Command ip dhcp relay suppression
Parameter N/A

Description

Command Interface configuration mode
Mode

Usage Guide N/A

Configuration Example
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N  cConfiguring DHCP Relay Suppression

Configuration ® Configure basic DHCP Relay functions.

Steps ®  Configure DHCP Relay suppression on an interface.
FS# configure terminal
FS(config)# interface gigabitEthernet 0/1
FS(config-if-GigabitEthernet 0/1)# ip dhcp relay suppression

FS(config-if-GigabitEthernet 0/1)#end
FS#

Verification After login to the DHCP relay agent, run the show running-config command in privileged EXEC mode to display

DHCP Relay configuration.
FS# show running-config | include relay suppression

ip dhcp relay suppression
FS#

Common Errors

Basic DHCP Relay functions are not configured.
6.4.8 Configuring DHCP Client

Configuration Effect

Enable DHCP Client on a device so that it obtains IP addresses and configurations dynamically.
Notes

FS products support DHCP Client configuration on Ethernet, FR, PPP and HDLC interfaces.
Configuration Steps

Run the ip address dhcp command on an interface.

Verification

Check whether the interface obtains an IP address.

Related Commands

AY| Configuring DHCP Client

Command ip address dhcp

Parameter N/A

Description

Command Interface configuration mode
Mode

Usage Guide ®  FSproducts support dynamic IP address obtainment by an Ethernet interface.
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®  FSproducts support dynamic IP address obtainment by a PPP-encapsulated interface.

®  FSproducts support dynamic IP address obtainment by an FR-encapsulated interface.

®  FSproducts support dynamic IP address obtainment by an HDLC-encapsulated interface.

Configuration Example

AY| Configuring DHCP Client

Configuration 1: Enable port FastEthernet 0/0 with DHCP to obtain an IP address.

Steps
FS(config)# interface FastEthernet0/0
FS(config-if-FastEthernet 0/0)#ip address dhcp

Verification 1: Run the show run command to display the configuration.
FS(config)#show run | begin ip address dhcp
ip address dhcp

6.4.9 Defining Fields in Request Messages on Interfaces

Configuration Effect

Enable DHCP client on a device so that you can define option fields in request messages.
Notes

This feature is applicable on L3 ports.

Configuration Steps

A  pefining the Class-id Field in Request Mesages

® Optional.

®  Runtheip dhcp client class-id commmad to define the class-id field.

N pefining the Client-id Field in Request Mesages

® Optional.

®  Run theip dhcp client client-id commmad to define the client-id field.

N  pefining the Hostname Field in Request Mesages

® Optional.

®  Run the ip dhcp client hostname commmad to define the hostname field.
A  pefining the Lease Field in Request Mesages

® Optional.

®  Run the ip dhep client lease commmad to define the lease field.
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A  pefining the Option-list Field in Request Mesages

® Optional.

®  Run the ip dhcp client option-list commmad to define the option-list field.
Verification

Capture packets and check the option fields.

Related Commands

Defining the Class-id Field in Request Mesages

Command ip dhcp client class-id { ascii string | hex string }
Parameter N/A

Description

Command Interface configuration mode

Mode

Usage Guide N/A

Defining the Client-id Field in Request Mesages

Command ip dhcp client client-id { ascii string | hex string | exclude interface-name }
Parameter N/A

Description

Command Interface configuration mode

Mode

Usage Guide N/A

Defining the Hostname Field in Request Mesages

Command ip dhcp client hostname string
Parameter N/A

Description

Command Interface configuration mode
Mode

Usage Guide N/A

Defining the Lease Field in Request Mesages

Command ip dhcp client lease days [ hours 1 [ minutes ]
Parameter N/A

Description

Command Interface configuration mode

Mode

Usage Guide N/A
Defining the Option-list Field in Request Mesages

Command ip dhcp client include string
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Parameter N/A

Description

Command Interface configuration mode
Mode

Usage Guide N/A
Configuration Example

AN Defining the Class-id Field in Request Mesages

Configuration 1: Define the class-id field as FS-EG1000C.
Steps
FS(config-if-GigabitEthernet 0/1)#ip dhcp client class-id ascii FS-EG1000C

Verification Run the show run command to display the configuration.

A  pefining the Client-id Field in Request Mesages

Configuration 1: Define the client-id field as 0102.0304.0506.
Steps
FS(config-if-GigabitEthernet 0/1)#ip dhcp client client-id hex 0102.0304.0506

Verification Run the show run command to display the configuration.

AN Defining the Hostname Field in Request Mesages

Configuration 1: Define the hostname as FS.
Steps
FS(config-if-GigabitEthernet 0/1)#ip dhcp client hostname FS

Verification Run the show run command to display the configuration.

A  pefining the Lease Field in Request Mesages

Configuration 1: Set the lease time to 1 hour.
Steps
FS(config-if-GigabitEthernet 0/1)#ip dhcp client lease 0 1

Verification Run the show run command to display the configuration.

N pefining the Option-list Field in Request Mesages

Configuration 1: Define the option-list field as 66, 67, 43.
Steps
FS(config-if-GigabitEthernet 0/1)#ip dhcp client option-list include 66-67,43
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Verification Run the show run command to display the configuration.

6.4.10 Releasing and Renewing DHCP Leases

Configuration Effect
After dynamically obtaining IP addresses, DHCP clients release or renews DHCP leases.
Notes

This functionality applies to DHCP clients that obtain IP addresses dynamically. After the interface addresses are released, run the

renew-dhcp command to recover dynamic addresses or run the no ip address dhcp command to start a new request for IP address.
Configuration Steps

N  Enabling DHCP Clients to Release Dynamic IP Addresses

®  Run the release-dhcp commmad in privilidge EXEC mode.

N  Enabling DHCP Clients to Renew Dynamic IP Addresses

®  Run the renew-dhcp commmad in privilidge EXEC mode.

Verification

Run the show dhcp lease command to check whether the configurations take effect.

Related Commands

N Enabling DHCP Clients to Release Dynamic IP Addresses

Command release-dhcp type number
Parameter N/A

Description

Command Privilidge EXEC mode
Mode

Usage Guide N/A

N  Enabling DHCP Clients to Renew Dynamic IP Addresses

Command renew-dhcp type number
Parameter N/A

Description

Command Privilidge EXEC mode
Mode

Usage Guide N/A
Configuration Example

N  Enabling DHCP Clients to Release Dynamic IP Addresses
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Configuration

Steps

6&Fs

1: Release the dynamic IP addresses obtained by VLAN 100.

FS#release-dhcp vlan 100

Verification

1: Run the show dhcp lease command to display the configuration.

N  Enabling DHCP Clients to Renew Dynamic IP Addresses

Configuration

1: Renew the dynamic IP addresses obtained by VLAN 100.

1: Run the show dhcp lease command to display the configuration.

Steps
FS#renew-dhcp vlan 100
Verification
6.5 Monitoring
Clearing

A Running the clear commands may lose vital information and interrupt services.

Clears DHCP address binding.
Clears DHCP address conflict.
Clears statistics of a DHCP server.
Clears statistics of a DHCP relay.
DHCP

Clears statistics of

performance.

Clears information of a DHCP pseudo

server.

Displaying

server

clear ip dhcp binding { address | *}
clear ip dhcp conflict { address | *}
clear ip dhcp server statistics
clear ip dhcp relay statistics

clear ip dhcp server rate

clear ip dhcp server detect

Displays DHCP lease.

Displays manually configured IP
addresses.

Displays DHCP sockets.

Displays assigned IP addresses.
Displays created address pools.
Displays statistics of DHCP Server.
Displays statistics of DHCP Relay.
Displays conflicted addresses.
Displays DHCP lease history.
Displays the address pool ID and

address utilization of a DHCP server.

show dhcp lease

show dhcp manual

show ip dhcp socket

show ip dhcp binding

show ip dhcp pool

show ip dhcp server statistic
show ip dhcp relay statistic
show ip dhcp conflict

show ip dhcp history

show ip dhcp identifier
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Displays the DHCP pseudo server. show ip dhcp server detect
Debugging

A System resources are occupied when debugging information is output. Therefore, disable debugging immediately after use.

Command

Debugs DHCP agent. debug ip dhcp server agent
Debugs DHCP hot backup. debug ip dhcp server ha
Debugs DHCP address pools. debug ip dhcp server pool
Debugs DHCP VRRP. debug ip dhcp server vrrp
Debugs all DHCP servers. debug ip dhcp server all
Debugs DHCP packets. debug ip dhcp client
Debugs DHCP Relay events. debug ip dhcp relay
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7 Configuring DNS
7.1 Overview

A Domain Name System (DNS) is a distributed database containing mappings between domain names and IP addresses on the
Internet, which facilitate users to access the Internet without remembering IP strings that can be directly accessed by computers. The
process of obtaining an IP address through the corresponding host name is called domain name resolution (or host name

resolution).
Protocols and Standards

®  RFC1034: DOMAIN NAMES - CONCEPTS AND FACILITIES

®  RFC1035: DOMAIN NAMES - IMPLEMENTATION AND SPECIFICATION

7.2 Applications

Application

Static Domain Name Resolution Performs domain name resolution directly based on the mapping between a domain name

and an IP address on a device.

Dynamic Domain Name Resolution Obtains the IP address mapped to a domain name dynamically from a DNS server on the
network.

7.2.1 Static Domain Name Resolution

Scenario

®  Preset the mapping between a domain name and an IP address on a device.

®  When you perform domain name operations (such as Ping and Telnet) through application programs, the system can resolve

the IP address without being connected to a server on the network.
Deployment

®  Preset the mapping between a domain name and an IP address on a device.

7.2.2 Dynamic Domain Name Resolution

Scenario

® DNS Server is deployed on the network to provide the domain name service.
® Domain name "host.com" is deployed on the network.
®  Device-A applies to DNS Server for domain name "host.com".

Figure 5- 1 Dynamic Domain Name Resolution
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Deployment

®  Deploy DNS Server as the DNS server of Device-A.

7.3 Features

Basic Concepts

N DNs

The DNS consists of a resolver and a DNS server. The DNS server stores the mappings between domain names and IP addresses of all
hosts on the network, and implements mutual conversion between the domain names and IP addresses. Both the TCP and UDP port

IDs of DNS are 53, and generally a UDP port is used.

Features

| Feature _____________ Description |

Domain Name Resolution IP addresses are obtained based on domain names from a DNS server or a local database.
7.3.1 Domain Name Resolution

Working Principle

N  static Domain Name Resolution

Static domain name resolution means that a user presets the mapping between a domain name and an IP address on a device. When
you perform domain name operations (such as Ping and Telnet) through application programs, the system can resolve the IP address

without being connected to a server on the network.

Y| Dynamic Domain Name Resolution

Dynamic domain name resolution means that when a user perform domain name operations through application programs, the DNS

resolver of the system queries an external DNS server for the IP address mapped to the domain name.
The procedure of dynamic domain name resolution is as follows:

1. A user application program (such as Ping or Telnet) requests the IP address mapped to a domain name from the DNS resolver

of the system.

2. The DNS resolver queries the dynamic cache at first. If the domain name on the dynamic cache does not expire, the DNS

resolver returns the domain name to the application program.
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3. If all domain names expire, the DNS resolver initiates a request for domain name-IP address conversion to the external DNS

server.

4,  After receiving a response from the DNS server, the DNS resolver caches and transfers the response to the application program.

Related Configuration

N  Enabling Domain Name Resolution

By default, domain name resolution is enabled.

Run the ip domain-lookup command to enable domain name resolution.

AN Configuring the IP Address Mapped to a Static Domain Name

® By default, no mapping between a domain name and an IP address is configured.
®  Run the ip host command to specify the IPv4 address mapped to a domain name.
®  Run the ipv6 host command to specify the IPv6 address mapped to a domain name.

AY| Configuring a DNS Server

By default, no DNS server is configured.

Run the ip name-server command to configure a DNS server.

7.4 Configuration

Description and Command
& Optional.

ip domain-lookup Enables domain name resolution.

Configuring Static Domain . Configures the IPv4 address mapped to a
Name Resolution ip host domai

omain name.

Configures the IPv6 address mapped to a

ipv6 host
domain name.

A\ Optional.
Configuring Dynamic Domain A P

Name Resolution ip domain-lookup Enables domain name resolution.
ip name-server Configures a DNS server.
7.4.1 Configuring Static Domain Name Resolution

Configuration Effect

The system resolver resolves the IP address mapped to a domain name on a local device.
Configuration Steps

N  Enabling Domain Name Resolution

®  The domain name resolution function is enabled by default.

®  [fthis function is disabled, static domain name resolution does not take effect.

443



AP SERIES CONFIGURATION GUIDE

N  configuring the IP Address Mapped to a Domain Name
® (Mandatory) Domain names to be used must be configured with mapped IP addresses.
Verification

®  Run the show run command to check the configuration.

®  Run the show hosts command to check the mapping between the domain name and the IP address.

Related Commands

N  Configuring the IPv4 Address Mapped to a Domain Name

Command ip host host-name ip-address

Parameter host-name: indicates a domain name.
Description ip-address: indicates a mapped IPv4 address.
Command Global configuration mode

Mode

Usage Guide N/A

AN Configuring the IPv6 Address Mapped to a Domain Name

Command ipv6 host host-name ipv6-address

Parameter host-name: indicates a domain name.
Description ipv6-address: indicates a mapped IPv6 address.
Command Global configuration mode

Mode

Usage Guide N/A
Configuration Example

AY| Configuring Static Domain Name Resolution

Configuration ®  Setthe IP address of static domain name www.test.com to 192.168.1.1 on a device.

Steps ®  Set the IP address of static domain name www.testv6.com to 2001::1 on a device.
FS#configure terminal
FS(config)# ip host www.test.com 192.168.1.1
FS(config)# ipv6 host www.testv6.com 2001::1
FS(config)# exit

Verification Run the show hosts command to check whether the static domain name entry is configured.
FS#show hosts

Name servers are:

Host type Address TTL(sec)

www.test.com static  192.168.1.1 -
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www.testvé.com static  2001::1 -—-

7.4.2 Configuring Dynamic Domain Name Resolution

Configuration Effect

The system resolver resolves the IP address mapped to a domain name through a DNS server.
Configuration Steps

N  Enabling Domain Name Resolution

® Domain name resolution is enabled by default.

®  If this function is disabled, dynamic domain name resolution does not take effect.
A Configuring a DNS Server
®  (Mandatory) To use dynamic domain name resolution, you must configure an external DNS server.

Verification

®  Run the show run command to check the configuration.

Related Commands

AY| Configuring a DNS Server

Command ip name-server{ ip-address | ipv6-address }

Parameter ip-address: indicates the IPv4 address of the DNS server.
Description Ipv6-address: indicates the IPv6 address of the DNS server.
Command Global configuration mode

Mode

Usage Guide N/A
Configuration Example
N  Configuring Dynamic Domain Name Resolution

Scenario DNS Server
Figure 5-2 Device 102 168,101

<

Device resolves the domain name through the DNS server (192.168.10.1) on the network.

Configuration = Set the IP address of the DNS server to 192.168.10.1 on the device.

Steps
DEVICE#configure terminal
DEVICE(config)# ip name-server 192.168.10.1

DEVICE(config)# exit
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Verification Run the show hosts command to check whether the DNS server is specified.
FS(config)#show hosts
Name servers are:

192.168.10.1 static

Host type Address TTL(sec)

7.5 Monitoring
Clearing

A Running the clear command during device operation may cause data loss or even interrupt services.

Clears the dynamic host name cache clear host [ host-name]

table.

Displaying

Displays DNS parameters. show hosts [ host-name ]
Debugging

A System resources are occupied when debugging information is output. Therefore, disable debugging immediately after use.

Debugs the DNS function. debug ip dns
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8 Configuring Network Communication Test Tools
8.1 Overview

Network communication test tools can be used to check the connectivity of a network and helps you analyze and locate network
faults. Network communication test tools include Packet Internet Groper (PING) and Traceroute. Ping is used to check the
connectivity and delay of a network. A greater delay indicates a slower network speed. Traceroute helps you learn about the
topology of physical and logical links and transmission rate. On a network device, you can run the ping and traceroute commands

to use the two tools respectively.
Protocols and Standards

®  RFC792: Internet Control Message Protocol

®  RFC4443: Internet Control Message Protocol (ICMPv6) for the Internet Protocol Version 6 (IPv6) Specification

8.2 Applications

Application

End-to-End Connectivity Test Both the network device and the destination host are connected to the IP network and
configured with IP addresses.
Host Route Test Both the network device and the destination host are connected to the IP network and

configured with IP addresses.

8.2.1 End-to-End Connectivity Test

Scenario

As shown in Figure 6- 1, Network Device A and Target Host B are connected to the IP network.

If both the network device and the target host are connected to the IP network, the end-to-end connectivity test aims to check
whether IP packets can be transmitted between the two ends. The target host can be the network device itself. In this case, the

connectivity test aims to check the network interface and TCP/IP configurations on the device.

Figure 6-1

A B

Deployment

Execute the ping function on the network device.

8.2.2 Host Route Test

Scenario

As shown in Figure 6- 2, Network Device A and Target Host B are connected to the IP network.
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If both the network device and the target host are connected to the IP network, the host route test aims to check gateways (or
routers) that IP packets pass through between the two ends. Generally, the target host is not within the same IP network segment as

the network device.

Figure 6-2

Metwaork

Deployment

Execute the traceroute function on the network device.

8.3 Features
Overview
| Feature | Description
Ping Test Test whether the specified IPv4 or IPv6 address is reachable and display the related information.
Traceroute Test Display the gateways that IPv4 or IPv6 packets pass through when transmitted from the source

to the destination.

8.3.1 Ping Test

Working Principle

The ping tool sends an Internet Control Message Protocol (ICMP) Request message to the destination host to request the for an ICMP

Echo Reply message. In this way, the ping tool determines the delay and the connectivity between the two network devices.
Related Configuration

®  Run the ping command.

8.3.2 Traceroute Test

Working Principle

The traceroute tool uses the Time To Live (TTL) field in the headers of the ICMP and IP messages for the test First, the traceroute tool
on the network device sends an ICMP Request message with TTL 1 to the destination host. After receiving the message, the first
router on the path decreases the TTL by 1. As the TTL becomes 0, the router drops the packets and returns an ICMP time exceeded
message to the network device. After receiving this message, the traceroute tool learns that this router exists on this path, and then
sends an ICMP Request packet with TTL 2 to the destination host to discover the second router. Each time the traceroute tool
increases the TTL in the ICMP Request message by 1 to discover one more router. This process is repeated until a data packet reaches
the destination host. After the packet reaches the destination host, the host returns an ICMP Echo message instead of an ICMP time
exceeded message to the network device. Then, the traceroute tool finishes the test and displays the path from the network device

to the destination host.
Related Configuration

®  Run the traceroute command.
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8.4 Configuration

Description and Command

A (Optional) It is used to check whether an IPv4 or IPv6 address is reachable.

Ping Test
ping Executes the Ping function.

L}\ (Optional) It is used to display the gateways that IPv4 or IPv6 packets pass through when

Traceroute Test transmitted from the source to the destination.

traceroute Executes the traceroute function.

8.4.1 Ping Test

Configuration Effect

After conducting a ping test on a network device, you can learn whether the network device is connected to the destination host and

whether packets can be transmitted between the network device and the destination host.
Notes

The network device must be configured with an IP address.

Configuration Steps

®  Tocheck whether an IPv4 address is reachable, use the ping IPv4 command.

®  Tocheck whether an IPv6 address is reachable, use the ping IPv6 command.
Verification
Run the ping command to display related information on the command line interface (CLI) window.

Related Commands

N  Pping IPv4

Command Ping [ ip ] [ address [ length length ] [ ntimes times ] [ timeout seconds ] [ data data ] [ source source ] [df-bit]
[validate] [ detail ]]

Parameter address: Specifies the destination IPv4 address or domain name.

Description length: Specifies the length of the data packet. The value ranges from 36 to 18,024. The default length is 100.
times: Specifies the number of probes. The value ranges from 1 to 4,294,967,295
seconds: Specifies the timeout. The value ranges from 1s to 10s.
data: Specifies the data in the packet. The data is a string of 1 to 255 bytes. By default, the string is "abcd".
source: Specifies the source IPv4 address or source port of the packet. The loopback interface address, for example,
127.0.0.1, cannot be used as the source address.
df-bit: Configures the DF bit of the IP address. When the DF bit is set to 1, the packet is not fragmented. By default,
the DF bit is 0.
validate: Configures whether to verify the response packet.
detail: Configures whether to display the Echo Reply message in detail. By default, only the exclamation mark (!)
and dot (.) are displayed.

Command In User EXEC mode, you can execute only the basic ping function. In Privileged EXEC mode, you can execute the
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Mode

Configuration

Usage

N  Ping IPv6

Command
Parameter

Description

Command

Mode

Configuration

Usage

6&Fs

extended ping function.

In other configuration modes, you can run the do command to execute the extended ping function. For details
about the configuration, see the description about the do command.

When the ping function is executed, information about the response (if any) will be displayed, and then related
statistics will be output. Using the extended ping function, you can specify the number, length and timeout of
packets to be sent. Like the basic ping function, related statistics will be output.

To use the domain name, you must first configure the domain name server (DNS). For details about the

configuration, see Configuring DNS.

Ping [ ipv6 ] [ address [ length length ] [ ntimes times ] [ timeout seconds ] [ data data ] [ source source ] [ detail 1]
address: Specifies the destination IPv6 address or domain name.

length: Specifies the length of data packet. The value ranges from 16 to 18,024. T